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#### Abstract

The relation between the iterative algorithms based on the computational singular perturbation (CSP) and the invariance equation (IE) methods is examined. The success of the two methods is based on the appearance of fast and slow time scales in the dynamics of stiff systems. Both methods can identify the low-dimensional surface in the phase space (slow invariant manifold, SIM), where the state vector is attracted under the action of fast dynamics. It is shown that this equivalence of the two methods can be expressed by simple algebraic relations. CSP can also construct the simplified non-stiff system that models the slow dynamics of the state vector on the SIM. An extended version of IE is presented which can also perform this task. This new IE version is shown to be exactly similar to a modified version of CSP, which results in a very efficient algorithm, especially in cases where the SIM dimension is small, so that significant model simplifications are possible.
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## 1. Introduction

Stiff dynamical systems often evolve according to the fastest time scales during a short period only, as in boundary layers, shocks, etc. In the remaining much longer period the solution evolves on a low-dimensional surface in the phase space (slow invariant manifold, SIM) according to the slower time scales [1,2]; the fastest time scales, being exhausted, restrain the solution on this surface.

The existence of the fast time scales in the long periods where the solution is characterized by the slow ones generates the numerical difficulties, typical of stiff systems.

The accurate identification of the SIM allows the simplification of the stiff dynamical system (i.e., smaller number of unknowns and a vector field free of the fast scales), while the generation of the simplified non-stiff system governing the evolution of the state vector on the SIM allows the use of computationally efficient (e.g.,

[^0]explicit) time integration methods. In addition, the availability of the SIM and the simplified system can shed light on the physics of the problem under examination, by identifying the processes in equilibrium (responsible for the development of the SIM) and the driving ones (dominating the simplified system). For these reasons this topic has lately attracted considerable attention. Among the most established algorithms are the invariance equation (IE) algorithm by Fraser and Roussel [3-15], the computational singular perturbation (CSP) method by Lam and Goussis [16-28] and the intrinsic low dimensional method (ILDM) approach by Maas and Pope [29-40].

The IE, CSP and ILDM methods can all generate approximations of the SIM. For nonlinear problems, IE and CSP, both iterative algorithms, can in principle provide approximate SIM's of unlimited precision, their accuracy being specified by the number of iterations carried out [41,42,45]. In contrast, ILDM provides second order accuracy [17,42-45], recovering the exact description of the SIM only when the original problem is linear [17,41].

CSP and ILDM provide directly the simplified non-stiff system, whereas IE does not. For nonlinear systems, the accuracy of the solution of the simplified problem is determined by the number of iterations when CSP is employed and is just leading order when ILDM is used [17,45].

The IE iterative algorithm is based on the solution of the so-called invariance equation, for which the attracting low-dimensional SIM is a fixed point. The algorithm requires the partitioning of the unknowns (or a linear combination of them) in two sets, one of which parameterizes the SIM. However, no rule is provided for the identification of these two sets of unknowns nor the possibility that the size or content of these two sets might be different in various regions of the phase space is faced. The Jacobian of the vector field, say $\mathbf{J}$, is not explicitly required, but it might be needed when the invariance equation is solved during the iterations. Convergence problems were reported $[3,5,9]$ and different methodologies were proposed to overcome this problem [9,12-15].

The CSP and ILDM methods are based on the decomposition of the tangent space into fast and slow subspaces; i.e., the subspaces where the fast and slow time scales act, respectively. The two methods provide approximations of the two subspaces, by producing the appropriate basis vectors. According to CSP, these vectors are produced by applying a refinement procedure; each refinement resulting in a better approximation of the fast/slow subspaces. For a nonlinear problem, leading order accuracy requires the Jacobian $\mathbf{J}$ and either (i) one block-power method iteration or (ii) the solution of the eigenvalue problem. If higher than leading order accuracy is sought, CSP requires a number of additional iterations involving time derivatives of $\mathbf{J}$ [45]. According to ILDM, the basis vectors are the eigenvectors of $\mathbf{J}$. ILDM does not propose a procedure for improving the leading order accuracy provided by the eigenvectors.

Here, the iterative IE and CSP methods will be considered and their relation will be established. The focus of this study is the development of an accurate and efficient algorithm for the identification of the SIM and the construction of the simplified non-stiff system.

After stating the problem, the IE and CSP methods will be briefly reviewed. Then, the extension of the former to produce simplified non-stiff systems, as CSP does, will be presented. The conditions that establish the equivalence of the two algorithms will then be stated and analyzed. A new version of CSP will finally be presented, which results in an algorithm that is much more efficient than the original one, especially in the cases where SIM's of very small dimensions emerge and, therefore, large model simplifications are possible. These developments will be validated using a model problem describing the kinetics of air association/dissociation processes.

## 2. Statement of the problem

Consider the $N$-dimensional stiff system:

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=\underline{g}(\underline{y}), \tag{1}
\end{equation*}
$$

where the state vector $y$ and the vector field $g$ are $N$-dimensional column vectors; $y=\left(y^{1}, \ldots, y^{N}\right)^{\mathrm{T}}$ and $g=\left(g^{1}, \ldots, g^{N}\right)^{\mathrm{T}}$. It is assumed that Eq. (1) is characterized by a wide range of time scales. This feature is manifested in a large spectral radius of the Jacobian, $\mathbf{J}$, of $\underline{g}$, and by the largest eigenvalues of $\mathbf{J}$ (in magnitude)
having a dominant negative real part. We are interested in the time period where the solution evolves on an ( $N-M$ )-dimensional SIM, according to the $N-M$ slower time scales; the $M$ fastest time scales being exhausted. The stiffness of Eq. (1) is guaranteed as long as a wide range of time scales exists and the system is evolving according to slow ones. It is desired to derive the equation defining the SIM and the simplified non-stiff system governing the evolution of the system on the SIM.

## 3. Description of the SIM

Suppose that the SIM is an $(N-M)$-dimensional surface in the $N$-dimensional phase space. By definition, the $M$ fastest time scales associated with all state vectors belonging to this SIM are exhausted. Let this SIM be parameterized by some $N-M$, say $s^{j}(j=1, N-M)$, smooth functions of $\underline{y}$ :

$$
\begin{equation*}
s^{j}=s^{j}(\underline{y})=s^{j}\left(y^{1}, \ldots, y^{N}\right), \quad j=1, N-M \tag{2}
\end{equation*}
$$

so that the state vector on the SIM can be computed from:

$$
\begin{equation*}
y^{i}=y^{i}(\underline{s})=y^{i}\left(s^{1}, \ldots, s^{N-M}\right), \quad i=1, N, \tag{3}
\end{equation*}
$$

where $\underline{s}=\left(s^{1}, \ldots, s^{N-M}\right)^{\mathrm{T}}$. Differentiating Eq. (3) with time yields:

$$
\begin{equation*}
\frac{\mathrm{d} y}{\mathrm{~d} t}=\mathbf{Y}_{s} \frac{\mathrm{~d} \underline{s}}{\mathrm{~d} t}=\underline{g}(\underline{y}), \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\frac{\mathrm{d} \underline{s}}{\mathrm{~d} t}=\mathbf{S}_{y} \frac{\mathrm{~d} \underline{y}}{\mathrm{~d} t}=\mathbf{S}_{y} \underline{g} \underline{y} \underline{y}\right) \tag{5}
\end{equation*}
$$

and $\mathbf{Y}_{s}$ and $\mathbf{S}_{y}$ are $N \times(N-M)$ and $(N-M) \times N$ matrices:

$$
\mathbf{Y}_{s}=\left[\begin{array}{ccc}
\frac{\partial y^{1}}{\partial s^{1}} & \cdots & \frac{\partial y^{1}}{\partial s^{V}-M} \\
\vdots & & \vdots \\
\frac{\partial y^{v}}{\partial s^{1}} & \cdots & \frac{\partial y^{v}}{\partial s^{v-M}}
\end{array}\right], \quad \mathbf{S}_{y}=\left[\begin{array}{ccc}
\frac{\partial s^{1}}{\partial y^{1}} & \cdots & \frac{\partial s^{1}}{\partial y^{N}} \\
\vdots & & \vdots \\
\frac{\partial s^{N}-M}{\partial y^{1}} & \cdots & \frac{\partial s^{v-M}}{\partial y^{N}}
\end{array}\right]
$$

satisfying the relation:

$$
\mathbf{S}_{y} \mathbf{Y}_{s}=\mathbf{I}_{s}^{s},
$$

where $\mathbf{I}_{s}^{s}$ is the $(N-M) \times(N-M)$ unit matrix. Substituting Eq. (5) in Eq. (4) yields the $N$-dimensional system of algebraic equations:

$$
\begin{equation*}
\left[\mathbf{I}_{N}^{N}-\mathbf{Y}_{s} \mathbf{S}_{y}\right] \underline{g} \underline{(y)}=\underline{0} . \tag{6}
\end{equation*}
$$

Only $M$ components of Eq. (6) are linearly independent, enough to describe the SIM. It follows that the solution on the SIM is governed by the $N$-dimensional system:

$$
\begin{equation*}
\frac{\mathrm{d} \underline{y}}{\mathrm{~d} t}=\mathbf{Y}_{s} \mathbf{S}_{y} \underline{g}(\underline{y}) \tag{7}
\end{equation*}
$$

of which only $N-M$ components are linearly independent. Different forms of Eqs. (6) and (7) are encountered in CSP and ILDM, as well as in the MIM algorithm for constructing low-dimensional manifolds [46,47].

## 4. The IE algorithm for identifying the SIM

Let the smooth functions $s^{j}$ be the $N-M$ last components of $\underline{y}$ :

$$
\begin{equation*}
\underline{s}=\left(y^{M+1}, \ldots, y^{N}\right)^{\mathrm{T}} \tag{8}
\end{equation*}
$$

and define the $M$-dimensional vector $\underset{\sim}{z}$ as:

$$
\begin{equation*}
\underline{z}=\left(y^{1}(\underline{s}), \ldots, y^{M}(\underline{s})\right)^{\mathrm{T}}=\underline{z}(\underline{s}) . \tag{9}
\end{equation*}
$$

Eq. (6) reduces to:

$$
\begin{equation*}
\underline{g}^{r}(\underline{z}, \underline{s})-\mathbf{G}_{s}^{r}(\underline{z}, \underline{s}) \underline{g}^{s}(\underline{z}, \underline{s})=\underline{0}, \tag{10}
\end{equation*}
$$

where $\underline{g}^{r}=\left(g^{1}, \ldots, g^{M}\right)^{\mathrm{T}}$ and $\underline{g}^{s}=\left(g^{M+1}, \ldots, g^{N}\right)^{\mathrm{T}}$ are $M$ - and $(N-M)$-dimensional vectors consisting of the first $M$ and last $N-M$ elements, respectively, of the vector field $g$. The $M \times(N-M)$ matrix $\mathbf{G}_{s}^{r}$ involves the partial derivatives of the $M$ components of $\underline{y}$ in $\underline{z}$ with respect to the remaining $N-M$ components of $\underline{y}$ in $\underline{\sim}$ :

$$
\mathbf{G}_{s}^{r}(\underline{z}, \underline{s})=\frac{\partial \underline{z}}{\partial \underline{s}}=\left[\begin{array}{ccc}
\frac{\partial z^{1}}{\partial s^{1}} & \cdots & \frac{\partial z^{1}}{\partial s^{N-M}}  \tag{11}\\
\vdots & & \vdots \\
\frac{\partial z^{M}}{\partial s^{1}} & \cdots & \frac{\partial z^{M}}{\partial s^{N-M}}
\end{array}\right] .
$$

Eq. (10) is the "invariance equation", consisting of $M$ equations for $M$ unknowns (the components of $z$ ). According to IE, the $(n+1)$ th iterate $\underline{z}_{n+1}$ can be computed, for a given $\underline{s}$ and an initial guess $\underline{z}_{0}$, from the implicit equation:

$$
\begin{equation*}
\underline{g}^{r}\left(\underline{z}_{n+1}, \underline{s}\right)-\mathbf{G}_{s}^{r}\left(\underline{z}_{n}, s\right) \underline{g}^{s}\left(\underline{z}_{n+1}, \underline{s}\right)=\underline{0} \tag{12}
\end{equation*}
$$

or, by virtue of the implicit function theorem, from an explicit functional equation of the general form:

$$
\begin{equation*}
\underline{z}_{n+1}=\underline{H}\left(\underline{z}_{n}, \underline{s}\right) \tag{13}
\end{equation*}
$$

where the derivatives in the matrix $\mathbf{G}_{s}^{r}\left(\underline{Z}_{n}, \underline{s}\right)$ can be approximated numerically, possibly by finite differences [12,15]. In principle, with every iteration, Eq. (13) provides a description of the ( $N-M$ )-dimensional SIM with increased accuracy [41]. However, the convergence of this process is not guaranteed or might not be monotonic [ $3,9,10,12,15$ ]. Of course, convergence depends on the magnitude of the Jacobian:

$$
\mathbf{J}_{H}=\frac{\partial \underline{H}\left(z_{n}, \underline{s}\right)}{\partial \underline{z}_{n}}
$$

The iterative scheme (13) converges if $\left|\mathbf{J}_{H}\right|<1$, the convergence being monotonic when $0<\mathbf{J}_{H}<1$ and oscillatory when $-1<\mathbf{J}_{H}<0$ [48]. Different methods were proposed to achieve and stabilize the convergence of the iterative process, the most used one involving a pseudo-time stepping procedure [12,14,15]:

$$
\begin{equation*}
\frac{\mathrm{d} \underline{z}}{\mathrm{~d} \tau}=\underline{H}(\underline{z}, \underline{s})-\underline{z} \tag{14}
\end{equation*}
$$

that either stabilizes the iteration steps (13) [12,14] or provides directly the SIM as the fixed point of Eq. (14) [15]. Apparently, one can infer that possible causes of the convergence problems are (i) the stiffness of the iterative equation (13), which is also manifested in the dynamics of Eq. (14) [12,15], (ii) a poor condition number of the matrix $\mathbf{G}_{s}^{r}$ generated by an incorrect identification of the fast and slow variables [49], yielding a nonoptimal partitioning of $\underline{y}$ in $\underline{s}$ and $\underline{z}$, (iii) the existence of multiple solutions of the invariance equation and (iv) the specific form of the function $H\left(z_{n}, s\right)$ employed, not satisfying the condition for convergence $\left|\mathbf{J}_{H}\right|<1$.

It is noted here that, to this point, the IE algorithm provides no rules on how to partition the state vector $\underline{y}$ in $z$ and $s$, i.e., in a fast and a slow component, respectively, nor suggests the appropriate form of the function $\underline{H}\left(\bar{z}_{n}, \underline{\underline{-}}\right)$ so that convergence can be obtained.

## 5. An algorithm for constructing the simplified system using the $\mathrm{G}_{s}^{r}$ matrix

The fact that the invariance equation (10) can be cast as:

$$
\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}\right]\left[\begin{array}{l}
\underline{g}^{r}(\underline{z}, \underline{s})  \tag{15}\\
\underline{g}^{s}(\underline{z}, \underline{s})
\end{array}\right]=\underline{0}
$$

suggests the introduction of the matrices:

$$
\begin{align*}
& \mathbf{A}_{r}=\left[\begin{array}{c}
\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s} \\
-\mathbf{R}_{r}^{s}
\end{array}\right], \quad \mathbf{A}_{s}=\left[\begin{array}{c}
\mathbf{G}_{s}^{r} \\
\mathbf{I}_{s}^{s}
\end{array}\right],  \tag{16}\\
& \mathbf{B}^{r}=\left[\begin{array}{ll}
\left.\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}\right], & \mathbf{B}^{s}=\left[\mathbf{R}_{r}^{s}, \mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right],
\end{array}\right. \tag{17}
\end{align*}
$$

where the $M \times(N-M)$ matrix $\mathbf{G}_{s}^{r}$ was defined by Eq. (11) and the $(N-M) \times M$ matrix $\mathbf{R}_{r}^{s}$ will be defined later when the condition for the non-stiffness of the simplified system is stated. The dimensions of the matrices $\mathbf{A}_{r}$, $\mathbf{A}_{s}, \mathbf{B}^{r}$ and $\mathbf{B}^{s}$ are $N \times M, N \times(N-M), M \times N$ and $(N-M) \times N$, respectively. They satisfy the orthogonality relations:

$$
\left[\mathbf{A}_{r} \mathbf{A}_{s}\right]\left[\begin{array}{l}
\mathbf{B}^{r} \\
\mathbf{B}^{s}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{B}^{r} \\
\mathbf{B}^{s}
\end{array}\right]\left[\mathbf{A}_{r} \mathbf{A}_{s}\right]=\mathbf{I}_{N}^{N} .
$$

With the definitions (16) and (17), the original problem (1) can be cast as:

$$
\frac{\mathrm{d} \underline{y}}{\mathrm{~d} t}=\mathbf{A}_{r} \underline{F}^{r}+\mathbf{A}_{s} \underline{F}^{s}=\left[\begin{array}{c}
\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}  \tag{18}\\
-\mathbf{R}_{r}^{s}
\end{array}\right] \underline{F^{r}}+\left[\begin{array}{c}
\mathbf{G}_{s}^{r} \\
\mathbf{I}_{s}^{s}
\end{array}\right] \underline{F^{s}},
$$

where the amplitudes $\underline{F}^{r}$ and $\underline{F}^{s}$ are defined as:

$$
\begin{align*}
& \underline{F^{r}}=\mathbf{B}^{r} \underline{g}=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}\right]\left[\begin{array}{l}
\underline{g^{r}} \\
\underline{g}^{s}
\end{array}\right]=\left(\underline{g^{r}}-\mathbf{G}_{s}^{r} \underline{g^{s}}\right),  \tag{19}\\
& \underline{F}^{s}=\mathbf{B}^{s} \underline{g}=\left[\mathbf{R}_{r}^{s}, \mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right]\left[\begin{array}{l}
\underline{g}^{r} \\
\underline{g}^{s}
\end{array}\right]=\mathbf{R}_{r \underline{g}}^{s}+\left(\mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right) \underline{g}^{s} . \tag{20}
\end{align*}
$$

When the solution is on the manifold, the invariance equation (10) is satisfied and ensures that $\underline{F}$ is identically zero, that is:

$$
\begin{equation*}
\underline{F}^{r}=\underline{g}^{r}-\mathbf{G}_{s}^{r} \underline{g}^{s}=\underline{0} \tag{21}
\end{equation*}
$$

and therefore, only the "slow" term involving $\underline{F}^{s}$ survives in Eq. (18):

$$
\frac{\mathrm{d} \underline{y}}{\mathrm{~d} t}=\left[\begin{array}{c}
\mathbf{G}_{s}^{r}  \tag{22}\\
\mathbf{I}_{s}^{s}
\end{array}\right]\left(\mathbf{R}_{r}^{s} \underline{g}^{r}+\left(\mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right) \underline{g}^{s}\right) .
$$

Eqs. (21) and (22) define the SIM and the simplified non-stiff equation governing the motion of the solution on the SIM, respectively. Notice that by employing Eq. (21), Eq. (22) can be further simplified to:

$$
\frac{\mathrm{d} y}{\mathrm{~d} t}=\left[\begin{array}{c}
\mathbf{G}_{s}^{r} \underline{g}^{s}  \tag{23}\\
\underline{g}^{s}
\end{array}\right]
$$

i.e., to a form independent of $\mathbf{R}_{r}^{s}$. However, as it will be demonstrated next, this way of handling Eq. (21) provides no guarantee that the simplified system is non-stiff. For example, in the case where both $\underline{g}^{g}$ and $\underline{g}^{s}$ contribute to the development of the fast time scales, preference of Eq. (23) instead of Eq. (22) will cause the stiffness of the original problem to persist in the simplified system.

## 6. The CSP algorithm

Eq. (18) is similar to the CSP form, according to which Eq. (1) is cast as:

$$
\begin{equation*}
\frac{\mathrm{d} \underline{y}}{\mathrm{~d} t}=\mathbf{a}_{r}\left(\mathbf{b}^{r} \underline{g}\right)+\mathbf{a}_{s}\left(\mathbf{b}^{s} \underline{g}\right) \tag{24}
\end{equation*}
$$

where $\mathbf{a}_{r}, \mathbf{a}_{s}$ are $N \times M, N \times(N-M)$, respectively, matrices containing the fast and slow column CSP vectors, while the $\mathbf{b}^{r}$ and $\mathbf{b}^{s}$ matrices are $M \times N$ and $(N-M) \times N$ dimensional and contain the related dual (orthogonal) row vectors. The matrices containing the CSP basis vectors are introduced here in the form:

$$
\begin{align*}
& \mathbf{a}_{r}=\left[\begin{array}{l}
\mathbf{a}_{r}^{r} \\
\mathbf{a}_{r}^{s}
\end{array}\right], \quad \mathbf{a}_{s}=\left[\begin{array}{l}
\mathbf{a}_{s}^{r} \\
\mathbf{a}_{s}^{s}
\end{array}\right],  \tag{25}\\
& \mathbf{b}^{r}=\left[\begin{array}{lll}
\mathbf{b}_{r}^{r}, & \mathbf{b}_{s}^{r}
\end{array}\right], \quad \mathbf{b}^{s}=\left[\begin{array}{ll}
\mathbf{b}_{r}^{s}, & \mathbf{b}_{s}^{s}
\end{array}\right], \tag{26}
\end{align*}
$$

where $\mathbf{a}_{r}^{r}$ and $\mathbf{b}_{r}^{r}$ are $M \times M$ matrices, $\mathbf{a}_{r r}^{s}$ and $\mathbf{b}_{r}^{s}$ are $(N-M) \times M$ matrices, $\mathbf{a}_{s}^{r}$ and $\mathbf{b}_{s}^{r}$ are $M \times(N-M)$ matrices and $\mathbf{a}_{s}^{s}$ and $\mathbf{b}_{s}^{s}$ are $(N-M) \times(N-M)$ matrices. Eq. (24) can then be cast as:

$$
\frac{\mathrm{d} y}{\mathrm{~d} t}=\left[\begin{array}{c}
\mathbf{a}_{r}^{r}  \tag{27}\\
\mathbf{a}_{r}^{s}
\end{array}\right] \underline{f}^{r}+\left[\begin{array}{c}
\mathbf{a}_{s}^{r} \\
\mathbf{a}_{s}^{s}
\end{array}\right] \underline{f}^{s}
$$

where

$$
\begin{align*}
& \underline{f}^{r}=\mathbf{b}^{r} \underline{g}=\left[\begin{array}{ll}
\mathbf{b}_{r}^{r}, & \left.\mathbf{b}_{s}^{r}\right]
\end{array}\right]\left[\begin{array}{l}
\underline{g^{r}} \\
\underline{g}^{s}
\end{array}\right]=\left(\mathbf{b}_{r}^{r} \underline{g}^{r}+\mathbf{b}_{s}^{r} \underline{s}\right), \tag{28}
\end{align*}
$$

The equations describing the SIM and the simplified non-stiff system are then:

$$
\begin{align*}
& \mathbf{b}_{r}^{r} \underline{g^{r}}+\mathbf{b}_{s}^{r} \underline{g^{s}}=\underline{0}  \tag{30}\\
& \frac{\mathrm{~d} \underline{y}}{\mathrm{~d} t}=\left[\begin{array}{l}
\mathbf{a}_{s}^{r} \\
\mathbf{a}_{s}^{s}
\end{array}\right]\left(\mathbf{b}_{r}^{s} \underline{g^{r}}+\mathbf{b}_{s}^{s} \underline{g^{s}}\right) . \tag{31}
\end{align*}
$$

The solution on the SIM can be computed either from the $M$ algebraic equations (30) and $N-M$ components of the differential equation (31) or from all the $N$ components of Eq. (31) [26]. If the former approach is employed, the $M$ components of $\underline{y}$ that will be computed from Eq. (30) are identified by the CSP pointer [18,19], i.e., the $M$ largest components of the $N$-dimensional vector $\underline{q}^{r}$ :

$$
\begin{equation*}
\underline{q}^{r}=\operatorname{diag}\left[\frac{1}{M} \mathbf{a}_{r} \mathbf{b}^{r}\right] \tag{32}
\end{equation*}
$$

Such a choice guarantees that the algebraic equation (30) provides a solution of the highest accuracy [28]. According to CSP, the basis vectors that provide an exact representation of the fast and slow subspaces obey the evolution equations [17]:

$$
\begin{gather*}
\frac{\mathrm{d} \mathbf{b}^{r}}{\mathrm{~d} t}+\mathbf{b}^{r} \mathbf{J}=\lambda_{r}^{r} \mathbf{b}^{r},  \tag{33}\\
-\frac{\mathrm{d} \mathbf{a}_{r}}{\mathrm{~d} t}+\mathbf{J} \mathbf{a}_{r}=\mathbf{a}_{r} \lambda_{r}^{r},  \tag{34}\\
\frac{\mathrm{~d} \mathbf{b}^{s}}{\mathrm{~d} t}+\mathbf{b}^{s} \mathbf{J}=\lambda_{s}^{s} \mathbf{b}^{s},  \tag{35}\\
-\frac{\mathrm{d} \mathbf{a}_{s}}{\mathrm{~d} t}+\mathbf{J} \mathbf{a}_{s}=\mathbf{a}_{s} \lambda_{s}^{s}, \tag{36}
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda_{r}^{r}=\left(\frac{\mathrm{d} \mathbf{b}^{r}}{\mathrm{~d} t}+\mathbf{b}^{r} \mathbf{J}\right) \mathbf{a}_{r}, \quad \lambda_{s}^{s}=\left(\frac{\mathrm{d} \mathbf{b}^{s}}{\mathrm{~d} t}+\mathbf{b}^{s} \mathbf{J}\right) \mathbf{a}_{s} \tag{37}
\end{equation*}
$$

The CSP basis vectors are computed from Eqs. (33)-(36) using two refinement processes, the $\mathbf{b}^{r}$-refinement [17]:

$$
\begin{align*}
& \mathbf{b}^{r}\left(k_{1}+1, m_{1}\right)=\tau_{r}^{r}\left(k_{1}, m_{1}\right)\left(\mathbf{b}^{r}\left(k_{1}, m_{1}\right) \mathbf{J}+\frac{\mathrm{d} \mathbf{b}^{r}\left(k_{1}, m_{1}\right)}{\mathrm{d} t}\right), \\
& \mathbf{a}_{r}\left(k_{1}+1, m_{1}\right)=\mathbf{a}_{r}\left(k_{1}, m_{1}\right),  \tag{38}\\
& \mathbf{b}^{s}\left(k_{1}+1, m_{1}\right)=\mathbf{b}^{s}\left(k_{1}, m_{1}\right), \\
& \mathbf{a}_{s}\left(k_{1}+1, m_{1}\right)=\left[\mathbf{I}_{r}^{r}-\mathbf{a}_{r}\left(k_{1}+1, m_{1}\right) \mathbf{b}^{r}\left(k_{1}+1, m_{1}\right)\right] \mathbf{a}_{s}\left(k_{1}, m_{1}\right)
\end{align*}
$$

and the $\mathbf{a}_{r}$-refinement:

$$
\begin{align*}
& \mathbf{b}^{r}\left(k_{2}, m_{2}+1\right)=\mathbf{b}^{r}\left(k_{2}, m_{2}\right), \\
& \mathbf{a}_{r}\left(k_{2}, m_{2}+1\right)=\left(\mathbf{J} \mathbf{a}_{r}\left(k_{2}, m_{2}\right)-\frac{\mathrm{d} \mathbf{a}_{r}\left(k_{2}, m_{2}\right)}{\mathrm{d} t}\right) \tau_{r}^{r}\left(k_{2}, m_{2}\right),  \tag{39}\\
& \mathbf{b}^{s}\left(k_{2}, m_{2}+1\right)=\mathbf{b}^{s}\left(k_{2}, m_{2}\right)\left[\mathbf{I}_{r}^{r}-\mathbf{a}_{r}\left(k_{2}, m_{2}+1\right) \mathbf{b}^{r}\left(k_{2}, m_{2}+1\right)\right], \\
& \mathbf{a}_{s}\left(k_{2}, m_{2}+1\right)=\mathbf{a}_{s}\left(k_{2}, m_{2}\right),
\end{align*}
$$

where

$$
\boldsymbol{\tau}_{r}^{r}\left(k_{i}, m_{i}\right)=\left[\left(\mathbf{b}^{r}\left(k_{i}, m_{i}\right) \mathbf{J}+\frac{\mathrm{d} \mathbf{b}^{r}\left(k_{i}, m_{i}\right)}{\mathrm{d} t}\right) \mathbf{a}_{r}\left(k_{i}, m_{i}\right)\right]^{-1} .
$$

The refinement (38) increases the accuracy in the description of the SIM and the solution of the simplified nonstiff problem, while the refinement (39) guarantees the non-stiffness of the simplified system [17-21,26,42,43]. The subscripts " 1 " and " 2 " in the indices " $k$ " and " $m$ " denote the fact that the two refinements are independent of each other $[17,26,45]$, preserving the orthogonality of the basis vectors:

$$
\left[\mathbf{a}_{r}(i, j) \mathbf{a}_{s}(i, j)\right]\left[\begin{array}{l}
\mathbf{b}^{r}(i, j)  \tag{40}\\
\mathbf{b}^{s}(i, j)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{b}^{r}(i, j) \\
\mathbf{b}^{s}(i, j)
\end{array}\right]\left[\mathbf{a}_{r}(i, j) \mathbf{a}_{s}(i, j)\right]=\mathbf{I}_{N}^{N},
$$

where $(i, j)=\left(k_{1}+1, m_{1}\right)$ or $(i, j)=\left(k_{2}, m_{2}+1\right)$.
For completeness, it is noted here that according to ILDM, the basis vectors are the eigenvectors of the Jacobian matrix of the vector field:

$$
\left[\begin{array}{l}
\mathbf{b}^{r} \\
\mathbf{b}^{s}
\end{array}\right] \mathbf{J}=\left[\begin{array}{ll}
\boldsymbol{\mu}_{r}^{r} & \mathbf{0}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \boldsymbol{\mu}_{s}^{s}
\end{array}\right]\left[\begin{array}{l}
\mathbf{b}^{r} \\
\mathbf{b}^{s}
\end{array}\right], \quad \mathbf{J}\left[\mathbf{a}_{r} \quad \mathbf{a}_{s}\right]=\left[\begin{array}{ll}
\mathbf{a}_{r} & \mathbf{a}_{s}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\mu}_{r}^{r} & \mathbf{0}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \boldsymbol{\mu}_{s}^{s}
\end{array}\right],
$$

where $\boldsymbol{\mu}_{r}^{r}$ and $\boldsymbol{\mu}_{s}^{s}$ are $M \times M$ and $(N-M) \times(N-M)$, respectively, diagonal matrices, with the $M$ largest and $N-M$ smallest eigenvalues of $\mathbf{J}$. These vectors satisfy Eqs. (38) and (39), if the time derivative terms are neglected, and provide second and leading order accuracy in the description of the SIM and the solution of the simplified non-stiff problem, respectively [17,41,42,44,45].

## 7. The equivalence of the two algorithms for the construction of the simplified system

It is straightforward to show that the two forms of the original equation (1), i.e., Eqs. (18) and (27), are identical if:

$$
\begin{align*}
& \mathbf{G}_{s}^{r}=\mathbf{a}_{s}^{r}\left(\mathbf{a}_{s}^{s}\right)^{-1}=-\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r},  \tag{41}\\
& \mathbf{R}_{r}^{s}=\mathbf{a}_{s}^{s} \mathbf{b}_{r}^{s}=-\mathbf{a}_{r}^{s} \mathbf{b}_{r}^{r} \tag{42}
\end{align*}
$$

provided that $\left(\mathbf{b}_{r}^{r}\right)^{-1}$ and $\left(\mathbf{a}_{s}^{s}\right)^{-1}$ exist. It is then easy to show that the equations describing the SIM and the simplified non-stiff problem generated by Eqs. (21), (22) and (30), (31):

$$
\begin{align*}
& \underline{g^{r}}-\mathbf{G}_{s}^{r} \underline{g^{s}}=\underline{0},  \tag{43}\\
& \frac{\mathrm{~d} y}{\mathrm{~d} t}=\left[\begin{array}{c}
\mathbf{G}_{s}^{r} \\
\mathbf{I}_{s}^{s}
\end{array}\right]\left(\mathbf{R}_{r}^{s} \underline{g^{r}}+\left(\mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right) \underline{g}^{s}\right),  \tag{44}\\
& \mathbf{b}_{r}^{r} \underline{g^{r}}+\mathbf{b}_{s}^{r g}=\underline{g^{s}}=\underline{0}  \tag{45}\\
& \frac{\mathrm{~d} \underline{y}}{\mathrm{~d} t}=\left[\begin{array}{c}
\mathbf{a}_{s}^{r} \\
\mathbf{a}_{s}^{s}
\end{array}\right]\left(\mathbf{b}_{r}^{s} \underline{g^{r}}+\mathbf{b}_{s}^{s} \underline{g^{s}}\right) \tag{46}
\end{align*}
$$

are also identical. In order to explore the meaning of the two transformations, Eqs. (41) and (42), it is noted that use of Eq. (41) yields the following relations between the new basis vectors introduced here, Eqs. (16) and (17), and the CSP basis vectors:

$$
\begin{aligned}
& \mathbf{B}^{r}=\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}^{r}, \quad \mathbf{A}_{r}=\mathbf{a}_{r} \mathbf{b}_{r}^{r}+\mathbf{a}_{s} \mathbf{N}_{r}^{s}, \\
& \mathbf{B}^{s}=\mathbf{M}_{r}^{s} \mathbf{b}^{r}+\mathbf{a}_{s}^{s} \mathbf{b}^{s}, \quad \mathbf{A}_{s}=\mathbf{a}_{s}\left(\mathbf{a}_{s}^{s}\right)^{-1},
\end{aligned}
$$

where

$$
\mathbf{N}_{r}^{s}=-\left(\mathbf{a}_{s}^{s}\right)^{-1}\left[\mathbf{R}_{r}^{s}+\mathbf{a}_{r}^{s} \mathbf{b}_{r}^{r}\right], \quad \mathbf{M}_{r}^{s}=\left[\mathbf{R}_{r}^{s}+\mathbf{a}_{r}^{s} \mathbf{b}_{r}^{r}\right]\left(\mathbf{b}_{r}^{r}\right)^{-1}
$$

i.e., the vectors in $\mathbf{B}^{r}$ and $\mathbf{A}_{s}$ span the same subspaces as those in $\mathbf{b}^{r}$ and $\mathbf{a}_{s}$ do, respectively; the latter two sets being the ones affected by the CSP $\mathbf{b}^{r}$-refinement, Eq. (38). However, the vectors in $\mathbf{B}^{s}$ and $\mathbf{A}_{r}$ do not span the subspaces spanned by the vectors in $\mathbf{b}^{s}$ and $\mathbf{a}_{r}$, respectively; the latter two sets being the ones affected by the CSP $\mathbf{a}_{r}$-refinement, Eq. (39).

On the other hand, by replacing the matrix $\mathbf{R}_{r}^{s}$ as defined by Eq. (42) into the definitions of the new set of basis vectors, Eqs. (16) and (17), we have:

$$
\begin{aligned}
& \mathbf{B}^{r}=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}\right], \quad \mathbf{A}_{r}=\mathbf{a}_{r} \mathbf{b}_{r}^{r}+\left[\begin{array}{c}
\left(\mathbf{a}_{s}^{r}-\mathbf{G}_{s}^{r} \mathbf{a}_{s}^{s}\right) \mathbf{b}_{r}^{s} \\
\mathbf{0}_{r}^{s}
\end{array}\right], \\
& \mathbf{B}^{s}=\left[\mathbf{0}_{r}^{s}, \mathbf{a}_{r}^{s}\left(\mathbf{b}_{r}^{r} \mathbf{G}_{s}^{r}+\mathbf{b}_{s}^{r}\right)\right]+\mathbf{a}_{s}^{s} \mathbf{b}^{s}, \quad \mathbf{A}_{s}=\left[\begin{array}{c}
\mathbf{G}_{s}^{r} \\
\mathbf{I}_{s}^{s}
\end{array}\right],
\end{aligned}
$$

i.e., no set of vectors in $\mathbf{B}^{r}, \mathbf{A}_{s}, \mathbf{B}^{s}$ and $\mathbf{A}_{r}$ spans the same subspace as the sets of vectors in $\mathbf{b}^{r}, \mathbf{a}_{s}, \mathbf{b}^{s}$ and $\mathbf{a}_{r}$, respectively, do.

When the transformation equation (41) is employed, the invariance equation, Eq. (43), can provide an exact identification of the SIM as the converged CSP $\mathbf{b}^{\boldsymbol{r}}$-refinement does. However, the simplified non-stiff system constructed by CSP cannot be reproduced. This is achieved when both transformations equations (41) and (42) are employed, in which case the CSP basis vectors and the ones introduced here are related by the expressions:

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{B}^{r} \\
\mathbf{B}^{s}
\end{array}\right]=\left[\begin{array}{cc}
\left(\mathbf{b}_{r}^{r}\right)^{-1} & \mathbf{0}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \mathbf{a}_{s}^{s}
\end{array}\right]\left[\begin{array}{l}
\mathbf{b}^{r} \\
\mathbf{b}^{s}
\end{array}\right],}  \tag{47}\\
& {\left[\begin{array}{ll}
\mathbf{A}_{r} \mathbf{A}_{s}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{a}_{r} & \mathbf{a}_{s}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{b}_{r}^{r} & \mathbf{0}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \left(\mathbf{a}_{s}^{s}\right)^{-1}
\end{array}\right]} \tag{48}
\end{align*}
$$

showing that the vectors in $\mathbf{B}^{r}, \mathbf{A}_{s}, \mathbf{B}^{s}$ and $\mathbf{A}_{r}$ are just the CSP basis vectors $\mathbf{b}^{r}, \mathbf{a}_{s}, \mathbf{b}^{s}$ and $\mathbf{a}_{r}$, respectively, rescaled as shown. These new vectors define a modified version of the CSP method, which can be employed only when the state vector $\underline{y}$ is properly partitioned into the $s$ and $z$ components.

For the identification of the SIM and the construction of the simplified system, Eqs. (43) and (44), this modified CSP algorithm requires the computation of the $\mathbf{G}_{s}^{r}$ and $\mathbf{R}_{r}^{s}$ matrices. These issues are discussed next.

## 8. The computation of the matrix $\mathrm{G}_{s}^{r}$

The matrix $\mathbf{G}_{s}^{r}$ can in principle be computed in a number of ways, which might exhibit numerical difficulties [5,9,12-15]. An alternative method for computing $\mathbf{G}_{s}^{r}$ can be obtained by differentiating the invariance equation $\mathbf{B}^{r} \underline{g}=\underline{0}$ with respect to time:

$$
\begin{equation*}
\boldsymbol{\Lambda}_{r}^{r} \underline{r}^{r}+\boldsymbol{\Lambda}_{s}^{r} \underline{F}^{s}=\underline{0}, \tag{49}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Lambda}_{r}^{r}=\left(\frac{\mathrm{d} \mathbf{B}^{r}}{\mathrm{~d} t}+\mathbf{B}^{r} \mathbf{J}\right) \mathbf{A}_{r}, \quad \boldsymbol{\Lambda}_{s}^{r}=\left(\frac{\mathrm{d} \mathbf{B}^{r}}{\mathrm{~d} t}+\mathbf{B}^{r} \mathbf{J}\right) \mathbf{A}_{s} \tag{50}
\end{equation*}
$$

from which follows:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{B}^{r}}{\mathrm{~d} t}+\mathbf{B}^{r} \mathbf{J}=\boldsymbol{\Lambda}_{r}^{r} \mathbf{B}^{r}+\boldsymbol{\Lambda}_{s}^{r} \mathbf{B}^{s} \tag{51}
\end{equation*}
$$

Since on the manifold $\underline{F}^{r}=\mathbf{B}^{r} \underline{g}=\underline{0}$ and since $\underline{F}^{s} \neq \underline{0}$, Eq. (49) suggests that $\boldsymbol{\Lambda}_{s}^{r}=\mathbf{0}_{s}^{r}$ so that Eq. (51) reduces to:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{B}^{r}}{\mathrm{~d} t}+\mathbf{B}^{r} \mathbf{J}=\boldsymbol{\Lambda}_{r}^{r} \mathbf{B}^{r} \tag{52}
\end{equation*}
$$

Note that this equation is similar to the one governing the evolution of the CSP vectors $\mathbf{b}^{r}$, Eq. (33). Using the definition for $\mathbf{B}^{r}$, Eq. (17), and casting the Jacobian $\mathbf{J}$ of the vector field $g$ in the form:

$$
\mathbf{J}=\left[\begin{array}{ll}
\mathbf{J}_{r}^{r} & \mathbf{J}_{s}^{r}  \tag{53}\\
\mathbf{J}_{r}^{s} & \mathbf{J}_{s}^{s}
\end{array}\right]
$$

Eq. (52) yields the vector equation:

$$
\begin{equation*}
\left[\mathbf{0}_{r}^{r},-\frac{\mathrm{d} \mathbf{G}_{s}^{r}}{\mathrm{~d} t}\right]+\left[\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{J}_{r}^{s}, \mathbf{J}_{s}^{r}-\mathbf{G}_{s}^{r} \mathbf{J}_{s}^{s}\right]=\boldsymbol{\Lambda}_{r}^{r}\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}\right] \tag{54}
\end{equation*}
$$

the two components of which produce:

$$
\begin{align*}
& \begin{array}{l}
\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{J}_{r}^{s}=\boldsymbol{\Lambda}_{r}^{r}, \\
\frac{\mathrm{~d} \mathbf{G}_{s}^{r}}{\mathrm{~d} t}+\mathbf{G}_{s}^{r} \mathbf{J}_{s}^{s}-\mathbf{J}_{s}^{r}=\boldsymbol{\Lambda}_{r}^{r} \mathbf{G}_{s}^{r}
\end{array}, ~={ }^{r} \tag{55}
\end{align*}
$$

so that the following evolution equation for $\mathbf{G}_{s}^{r}$ is obtained:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{G}_{s}^{r}}{\mathrm{~d} t}+\mathbf{G}_{s}^{r} \mathbf{J}_{s}^{s}-\mathbf{J}_{s}^{r}=\left[\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{J}_{r}^{s}\right] \mathbf{G}_{s}^{r} . \tag{57}
\end{equation*}
$$

Eq. (57), being stiff, can be solved iteratively as:

$$
\begin{equation*}
\mathbf{G}_{s}^{r}(n+1)=\left(\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{J}_{r}^{s}\right)^{-1}\left[\mathbf{G}_{s}^{r}(n) \mathbf{J}_{s}^{s}-\mathbf{J}_{s}^{r}+\frac{\mathrm{d} \mathbf{G}_{s}^{r}(n)}{\mathrm{d} t}\right] . \tag{58}
\end{equation*}
$$

Note that, starting with $\mathbf{G}_{s}^{r}(0)=\mathbf{0}_{s}^{r}$, Eq. (58) yields:

$$
\mathbf{G}_{s}^{r}(1)=-\left(\mathbf{J}_{r}^{r}\right)^{-1} \mathbf{J}_{s}^{r},
$$

i.e., the outcome of one block-power method iteration on $\mathbf{J}$ for computing the left eigenvectors, when starting with $\mathbf{B}^{r}=\left[\mathbf{I}_{r}^{r}, \mathbf{0}_{s}^{r}\right]$ and using $\mathbf{A}_{r}=\left[\mathbf{I}_{r}^{r}, \mathbf{0}_{s}^{r}\right]^{\mathrm{T}}[50]$.

Having developed the evolution equation (57) for $\mathbf{G}_{s}^{r}$, a direct proof that the CSP algorithm and its variation presented here can describe the SIM with similar accuracy can be obtained as follows. Considering the fast CSP dual vectors in the form $\mathbf{b}^{r}=\left[\mathbf{b}_{r}^{r}, \mathbf{b}_{s}^{r}\right]$, the evolution equation (33) yields:

$$
\frac{\mathrm{d}\left[\mathbf{b}_{r}^{r}, \mathbf{b}_{s}^{r}\right]}{\mathrm{d} t}+\left[\mathbf{b}_{r}^{r}, \mathbf{b}_{s}^{r}\right] J=\lambda_{r}^{r}\left[\mathbf{b}_{r}^{r}, \mathbf{b}_{s}^{r}\right]
$$

the two components of which produce:

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{b}_{r}^{r}}{\mathrm{~d} t}+\mathbf{b}_{r}^{r} \mathbf{J}_{r}^{r}+\mathbf{b}_{s}^{r} \mathbf{J}_{r}^{s}=\lambda_{r}^{r} \mathbf{b}_{r}^{r},  \tag{59}\\
& \frac{\mathrm{~d} \mathbf{b}_{s}^{r}}{\mathrm{~d} t}+\mathbf{b}_{r}^{r} \mathbf{J}_{s}^{r}+\mathbf{b}_{s}^{r} \mathbf{J}_{s}^{s}=\lambda_{r}^{r} \mathbf{b}_{s}^{r} . \tag{60}
\end{align*}
$$

Pre-multiplying Eq. (60) with $\left(\mathbf{b}_{r}^{r}\right)^{-1}$ yields:

$$
\frac{\mathrm{d}\left[\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r}\right]}{\mathrm{d} t}+\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r} \mathbf{J}_{s}^{s}+\mathbf{J}_{s}^{r}=\left(\frac{\mathrm{d}\left(\mathbf{b}_{r}^{r}\right)^{-1}}{\mathrm{~d} t} \mathbf{b}_{r}^{r}+\left(\mathbf{b}_{r}^{r}\right)^{-1} \lambda_{r}^{r} \mathbf{b}_{r}^{r}\right)\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r}
$$

Substituting from Eq. (59) results:

$$
\frac{\mathrm{d}\left[\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r}\right]}{\mathrm{d} t}+\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r} \mathbf{J}_{s}^{s}+\mathbf{J}_{s}^{r}=\left(\mathbf{J}_{r}^{r}+\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r} \mathbf{J}_{r}^{s}\right)\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r} .
$$

Introducing the transformation (41), i.e., $\mathbf{G}_{s}^{r}=-\left(\mathbf{b}_{r}^{r}\right)^{-1} \mathbf{b}_{s}^{r}$, the evolution equation for $\mathbf{G}_{s}^{r}$, Eq. (57), is recovered. Regarding the description of the SIM, this shows that both the evolution equations for $\mathbf{b}^{r}$ and $\mathbf{G}_{s}^{r}$, Eqs. (33) and (57), provide an exact representation. Their iterative counterparts, Eqs. (38) and (58), are expected to provide an approximate description of similar accuracy for the same number of refinements; the possible differences in accuracy related to the initial guesses for the iterative procedures.

## 9. The computation of the matrix $\mathbf{R}_{r}^{s}$

The evolution of the slow amplitudes $F^{s}$ is governed by the equation:

$$
\begin{equation*}
\frac{\mathrm{d} \underline{F}^{s}}{\mathrm{~d} t}=\boldsymbol{\Lambda}_{r}^{s} \underline{F}^{r}+\boldsymbol{\Lambda}_{s}^{s} \underline{F}^{s} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Lambda}_{r}^{s}=\left(\frac{\mathrm{d} \mathbf{B}^{s}}{\mathrm{~d} t}+\mathbf{B}^{s} \mathbf{J}\right) \mathbf{A}_{r}, \quad \boldsymbol{\Lambda}_{s}^{s}=\left(\frac{\mathrm{d} \mathbf{B}^{s}}{\mathrm{~d} t}+\mathbf{B}^{s} \mathbf{J}\right) \mathbf{A}_{s} \tag{62}
\end{equation*}
$$

In order for the fast time scales not to have an influence on the evolution of $F^{s}$ is desired that $\boldsymbol{\Lambda}_{r}^{s}=\mathbf{0}_{r}^{s}$. In that case, in accordance with the evolution equation for $\mathbf{B}^{r}$, Eq. (52), the following equation for $\mathbf{A}_{r}$ holds:

$$
\begin{equation*}
-\frac{\mathrm{d} \mathbf{A}_{r}}{\mathrm{~d} t}+\mathbf{J} \mathbf{A}_{r}=\mathbf{A}_{r} \boldsymbol{\Lambda}_{r}^{r} . \tag{63}
\end{equation*}
$$

Note that this equation is similar to the one governing the evolution of the CSP vectors $\mathbf{a}_{r}$, Eq. (34). Substituting from the definition of $\mathbf{A}_{r}$, Eq. (16), the following evolution equation for the matrix $\mathbf{R}_{r}^{s}$ is obtained:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{R}_{r}^{s}}{\mathrm{~d} t}+\mathbf{J}_{r}^{s}\left(\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}\right)-\mathbf{J}_{s}^{s} \mathbf{R}_{r}^{s}=-\mathbf{R}_{r}^{s} \boldsymbol{\Lambda}_{r}^{r}, \tag{64}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{r}^{r}$ is defined by Eq. (55). Since Eq. (64) is stiff, $\mathbf{R}_{r}^{s}$ can be computed iteratively by the expression:

$$
\begin{equation*}
\mathbf{R}_{r}^{s}(j+1)=\left[\mathbf{J}_{s}^{s} \mathbf{R}_{r}^{s}(j)-\mathbf{J}_{r}^{s}\left(\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{R}_{r}^{s}(j)\right)-\frac{\mathrm{d} \mathbf{R}_{r}^{s}(j)}{\mathrm{d} t}\right]\left(\boldsymbol{\Lambda}_{r}^{r}(n)\right)^{-1}, \tag{65}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{r}^{r}(n)=\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{J}_{r}^{s}$. Note that, starting with $\mathbf{R}_{r}^{s}(0)=\mathbf{0}_{r}^{s}$, Eq. (65) yields:

$$
\mathbf{R}_{r}^{s}(1)=-\mathbf{J}_{r}^{s}\left(\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{J}_{r}^{s}\right)^{-1}
$$

i.e., the outcome of one block-power method iteration on $\mathbf{J}$ for computing the right eigenvectors, when starting with $\mathbf{A}_{r}=\left[\mathbf{I}_{r}^{r}, \mathbf{0}_{s}^{r}\right]^{\mathrm{T}}$ and using $\mathbf{B}^{r}=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}(n)\right][50]$.

## 10. Partitioning of the unknowns in fast and slow components

The optimal partition of the state vector $y=\left(y^{1}, \ldots, y^{N}\right)$ into a fast and a slow component, i.e., $\underline{z}=\left(y^{1}, \ldots, y^{M}\right)$ and $\underline{s}=\left(y^{M+1}, \ldots, y^{N}\right)$ must be based on the quantities:

$$
\begin{align*}
& \left|\mathbf{b}^{i} \cdot \mathbf{e}_{k} y^{k}\right|,  \tag{66}\\
& \left|\mathbf{e}^{k} \cdot \mathbf{a}_{i} / y^{k}\right|, \tag{67}
\end{align*}
$$

where $i=1, M, \mathbf{e}_{k}$ and $\mathbf{e}^{k}$ are $N$-dimensional column and row, respectively, vectors with all elements zero but the $k$ th, which is set equal to 1 . It was shown that the largest the magnitude of the quantity (66) the more significant is the participation of $y^{k}$ in the $i$ th component of Eq. (30) defining the SIM [28]. In addition, it was shown that the larger the magnitude of the quantity (67) the larger the influence of the $i$ th time scale on $y^{k}$ [28]. It was concluded that the $M y^{k}$ s exhibiting the strongest (i) participation in the $M$ components of Eq. (30) and (ii) influence from the $M$ fastest time scales are those indicated by the largest elements of the CSP pointer, Eq. (32), which can be cast as [18,19]:

$$
\underline{q}^{r}=\operatorname{diag}\left[\frac{1}{M} \mathbf{a}_{r} \mathbf{b}^{r}\right]=\frac{1}{M}\left[\begin{array}{c}
\operatorname{diag}\left(\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}\right) \\
\operatorname{diag}\left(\mathbf{a}_{r}^{s} \mathbf{b}_{s}^{r}\right)
\end{array}\right] .
$$

Due to the orthogonality condition, Eq. (40):

$$
\frac{1}{M}\left[\sum_{i=1, M}\left(\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}\right)_{i}^{i}+\sum_{j=1, N-M}\left(\mathbf{a}_{r}^{s} \mathbf{b}_{s}^{r}\right)_{j}^{j}\right]=1
$$

so that the sum of all $N$ components in $q^{r}$ equal unity. The CSP pointer provides a measure of how parallel the $N$ axes of the unknowns are to the $M$ vectors in $\mathbf{a}_{r}$, along which the $M$ fastest time scales act $[18,19]$. The $M$ components of $y$ corresponding to the largest (in magnitude) elements of $q^{r}$ constitute the optimal set of unknowns to be computed from the algebraic equations (30) in terms of the remaining $N-M$ ones [18,19,28].

Having assumed that it is desired to parameterize the SIM by the $N-M$ last components of $\underline{y}$, the elements in the $M$ diagonal entries of the $M \times M$ matrix $\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}$ are expected to be among the largest. In particular, when all $N$ components of $\underline{y}$ are fast, $\operatorname{diag}\left(\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}\right)=\mathrm{O}(1)$ and $\operatorname{diag}\left(\mathbf{a}_{r}^{s} \mathbf{b}_{s}^{r}\right)=\mathrm{O}(1)$. However, when only the $M$ components of $\underline{y}$ in $z$ are fast and the $N-M$ components in $s$ are slow, $\operatorname{diag}\left(\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}\right) \rightarrow 1$ and $\operatorname{diag}\left(\mathbf{a}_{r}^{s} \mathbf{b}_{s}^{r}\right) \rightarrow 0$. In any case, these estimates of the magnitude of the matrix product $\mathbf{a}_{r}^{r} \mathbf{b}_{r}^{r}$ indicate that the matrices $\mathbf{b}_{r}^{r}$ and $\mathbf{a}_{s}^{s}$ are invertible (the latter using Eq. (40)). This means that, with proper partitioning of $\underline{y}$ in $\underline{z}$ and $\underline{s}$, the transformations (41) and (42) exist and the matrix $\mathbf{G}_{s}^{r}$ can be computed.

In terms of the basis vectors of the modified CSP algorithm, Eqs. (16) and (17), the CSP pointer takes the form:

$$
\underline{Q}^{r}=\operatorname{diag}\left[\frac{1}{M} \mathbf{A}_{r} \mathbf{B}^{r}\right]=\frac{1}{M}\left[\begin{array}{c}
\operatorname{diag}\left(\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}\right)  \tag{68}\\
\operatorname{diag}\left(\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right)
\end{array}\right],
$$

where the diagonal elements of the matrices $\mathbf{G}_{s}^{\prime} \mathbf{R}_{r}^{s}$ and $\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}$ satisfy the relation:

$$
\sum_{i=1, M}\left(\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}\right)_{i}^{i}=\sum_{j=1, N-M}\left(\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right)_{j}^{j}
$$

Since $Q^{r}$ and $q^{r}$ are identical, via the transformations (41) and (42), is expected that $Q^{r}$ will identify the $M$ fast components of $\underline{y}$ as accurately as $\underline{q}^{r}$ does. As a result, in the case where only the $M$ components of $\underline{y}$ in $\underline{z}$ are fast, it is anticipated that the diagonal elements of $\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}$ and $\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}$ will be negligible:

$$
\begin{aligned}
& \left|\left(\mathbf{G}_{s}^{r} \mathbf{R}_{r}^{s}\right)_{i}^{i}\right| \ll 1, \quad i=1, M, \\
& \left|\left(\mathbf{R}_{r}^{s} \mathbf{G}_{s}^{r}\right)_{i}^{i}\right| \ll 1, \quad i=1, N-M .
\end{aligned}
$$

## 11. Example: the Lindemann mechanism

Consider the problem:

$$
\begin{equation*}
y_{t}=\frac{z}{\varepsilon}(z-y)-y, \quad y(0)=y_{*}, \quad z_{t}=-\frac{z}{\varepsilon}(z-y), \quad z(0)=z_{*}, \tag{69}
\end{equation*}
$$

where $0<\varepsilon \ll 1$ and the subscript " $t$ " denotes differentiation with time. This model problem has been employed for the study of association/dissociation kinetics [51-57].

Eqs. (69) are stiff, characterized by two time scales; one fast and one slow. A typical solution for $y$ and $z$ is shown in Fig. 1 for $\varepsilon=10^{-3}$. The trajectory starts at $\left(y_{*}, z_{*}\right)=(1,4)$, heading towards the fixed point $(y, z)=(0,0)$. It can be shown that, after a fast initial transient which lasts for a period $\mathrm{O}(\varepsilon)$, under the action of the fast time scale the solution is attracted to a manifold defined by the relation $y \approx z-\varepsilon / 2+\varepsilon^{2} /(4 z)$. On the manifold, the fast time scale is exhausted and the solution is directed towards the fixed point according to the slow scale. However, the manifold degenerates as $y$ and $z$ become $\mathrm{O}(\varepsilon)$, re-emerging further in time as $\varepsilon y \approx z^{2}+z^{3} / \varepsilon-5 z^{5} / \varepsilon^{3}$ and extending in this form to the fixed point.


Fig. 1. The solution for $\varepsilon=10^{-3}, y_{*}=1$ and $z_{*}=4$.

The two different representations of the manifold and their validity are clearly displayed in Fig. 2, where the ratios:

$$
R_{1}=\frac{y}{z}, \quad R_{2}=\frac{\varepsilon y}{z^{2}}
$$

are plotted. It is shown that after an initial short period of $\mathrm{O}(\varepsilon)$ and for a period that lasts up to $t=\mathrm{O}\left(10^{1}\right)$, $R_{1} \rightarrow 1$ and $R_{2} \ll 1$, signaling the fact that the manifold has the $y \approx z$ representation. From about $t=\mathrm{O}\left(5 \times 10^{1}\right)$ and on, $R_{1} \ll 1$ and $R_{2} \rightarrow 1$, indicating that the manifold has now the $\epsilon y \approx z^{2}$ representation. In the intermediate period, neither of the representations hold; a natural consequence due to the degeneracy of the manifold.

The reasons for the generation of the manifold in the first part of the outer region, its degeneration and subsequent re-generation in the second part are all manifested in the evolution of the two time scales of the system. Approximating the time scales with the inverse of the eigenvalues of the Jacobian of the RHS of Eq. (69) yield:

$$
\tau_{1}=\frac{1}{\left|\lambda_{1}\right|}=\frac{2 \varepsilon}{d+\sqrt{b}}, \quad \tau_{2}=\frac{1}{\left|\lambda_{2}\right|}=\frac{2 \varepsilon}{d-\sqrt{b}},
$$

where the subscripts " 1 " and " 2 " denote the fast and slow, respectively, time scales and where:

$$
b=(y-z+\varepsilon)^{2}+8 z^{2}-4 z y, \quad d=3 z-y+\varepsilon .
$$

Fig. 3 shows that, in the first part of the outer region where $y$ and $z$ are $\mathrm{O}(1)$ and the $y \approx z$ manifold emerges, the time scale gap developed:

$$
\begin{equation*}
\tau_{1} \rightarrow \varepsilon / 2 z, \quad \tau_{2} \rightarrow 2 \tag{70}
\end{equation*}
$$

disappears during the period where $y$ and $z$ become smaller than $\mathrm{O}(\varepsilon)$ and the manifold degenerates, yielding:

$$
\begin{equation*}
\tau_{1}=\mathrm{O}(1), \quad \tau_{2}=\mathrm{O}(1) \tag{71}
\end{equation*}
$$

after which period, as $y$ and $z$ become much smaller than $\mathrm{O}(\varepsilon)$ and the $\epsilon y \approx z^{2}$ manifold emerges, a new time scale gap is established tending to:

$$
\begin{equation*}
\tau_{1} \rightarrow 1, \quad \tau_{2} \rightarrow \varepsilon / 2 z \tag{72}
\end{equation*}
$$

In the following, Eqs. (69) will be analyzed using the classical singular perturbation analysis, the original CSP algorithm and its modified version presented above.


Fig. 2. The two types of manifolds generated in the outer region; $R_{1}=1$ for $\mathrm{O}(\epsilon)<t<\mathrm{O}\left(10^{1}\right)$ and $R_{2}=1$ for $\mathrm{O}\left(2 \times 10^{1}\right)<t$.

### 11.1. Singular perturbation analysis

Assuming $y_{*}$ and $z_{*}$ are both $\mathrm{O}(1)$, the fast and slow time scales, Eqs. (70), are $\mathrm{O}(\varepsilon)$ and $\mathrm{O}(1)$ respectively, throughout the fast initial transient and the first part of the outer region. In that period, both variables are affected by the fast time scale; i.e., they are both "fast". However, their sum $w=y+z$ is affected by the slow time scale only and a transformed system can be stated as:

$$
\begin{equation*}
w_{t}=-w+z, \quad z_{t}=-\frac{z}{\varepsilon}(2 z-w) \tag{73}
\end{equation*}
$$

so that only variable $z$ is associated with the fast time scale. For the particular problem examined here, classical singular perturbation analysis fails if the original form (69) of the problem is considered, but works if the transformed one (73) is employed instead. By doing so and assuming that the variables can be expanded in terms of the time scale ratio $\tau_{1} / \tau_{2}=\mathrm{O}(\varepsilon)$, as:

$$
\begin{equation*}
y=y_{0}+\varepsilon y_{1}+\mathbf{O}\left(\varepsilon^{2}\right), \quad z=z_{0}+\varepsilon z_{1}+\mathbf{O}\left(\varepsilon^{2}\right) \tag{74}
\end{equation*}
$$



Fig. 3. The two time scales; $\varepsilon=10^{-3}$.
yields:

$$
\begin{align*}
& y_{0}-z_{0}=0, \quad y_{0 t}=-\frac{1}{2} y_{0}, \quad z_{0 t}=-\frac{1}{2} z_{0}  \tag{75}\\
& y_{1}-z_{1}+\frac{1}{2}=0, \quad y_{1 t}=-\frac{1}{2} z_{1}+\frac{1}{4}, \quad z_{1 t}=-\frac{1}{2} z_{1}+\frac{1}{4} . \tag{76}
\end{align*}
$$

From Eqs. (74)-(76), follows that the SIM and the simplified non-stiff problem in the outer region are described to $\mathrm{O}\left(\varepsilon^{1}\right)$ accuracy by the expressions:

$$
\begin{align*}
& y-z \approx 0  \tag{77}\\
& {\left[\begin{array}{l}
y \\
z
\end{array}\right]_{t} \approx\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{1}{2} z\right)} \tag{78}
\end{align*}
$$

and to $\mathrm{O}\left(\varepsilon^{2}\right)$ accuracy by the expressions:

$$
\begin{align*}
& y-z+\frac{\varepsilon}{2} \approx 0  \tag{79}\\
& {\left[\begin{array}{l}
y \\
z
\end{array}\right]_{t} \approx\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{1}{2} z+\frac{\varepsilon}{4}\right) .} \tag{80}
\end{align*}
$$

However, the expansion (74) fails when the variables $y$ and $z$ become small, as the system approaches the fixed point. In fact, in the period where $y \approx z=\mathrm{O}(\varepsilon)$ there is no time scale separation, i.e., $\tau_{1} / \tau_{2}=\mathrm{O}(1)$, Eq. (71). In that period, the scalings $y=\varepsilon \bar{y}$ and $z=\varepsilon \bar{z}$ make the small parameter $\varepsilon$ disappear from the governing equations, the problem is not stiff and the SIM degenerates. Further in time, when $y$ and $z$ become smaller than $O(\varepsilon)$ and a new time scale gap appears, Eq. (72), a different representation of the SIM emerges. This can be found, by introducing the scalings:

$$
\begin{equation*}
y=\frac{\alpha^{2}}{\varepsilon} Y, \quad z=\alpha Z, \quad t=\frac{\varepsilon}{\alpha} \tau \tag{81}
\end{equation*}
$$

where $0<\alpha \ll \varepsilon$ is a small parameter indicative of the magnitude of $z$. With these transformations, the given system (69) is cast as:

$$
\begin{equation*}
Y_{\tau}=\frac{Z}{\omega}(Z-\omega Y)-\frac{1}{\omega} Y, \quad Z_{\tau}=-Z(Z-\omega Y) \tag{82}
\end{equation*}
$$

where $\omega=\alpha / \varepsilon \ll 1$. Assuming that the new variables can be expanded as:

$$
\begin{equation*}
Y=Y_{0}+\omega Y_{1}+\mathrm{O}\left(\omega^{2}\right), \quad Z=Z_{0}+\omega Z_{1}+\mathrm{O}\left(\omega^{2}\right) \tag{83}
\end{equation*}
$$

and substituting in Eqs. (82) yields:

$$
\begin{align*}
& Y_{0}=Z_{0}^{2}, \quad Y_{0 \tau}=-2 Z_{0}^{3}, \quad Z_{0 \tau}=-Z_{0}^{2},  \tag{84}\\
& Y_{1}=Z_{0}\left(Z_{0}^{2}+2 Z_{1}\right), \quad Y_{1 \tau}=-Z_{0}^{2}\left(Z_{0}^{2}+6 Z_{1}\right), \quad Z_{1 \tau}=Z_{0}\left(Z_{0}^{2}-2 Z_{1}\right) . \tag{85}
\end{align*}
$$

From Eqs. (83)-(85), follows that the SIM and the simplified non-stiff problem in the second part of the outer region are described to $\mathrm{O}\left(\omega^{1}\right)$ accuracy by the expressions:

$$
\begin{align*}
& Y \approx Z^{2},  \tag{86}\\
& {\left[\begin{array}{l}
Y \\
Z
\end{array}\right]_{\tau} \approx\left[\begin{array}{c}
-2 Z^{3} \\
-Z^{2}
\end{array}\right]} \tag{87}
\end{align*}
$$

and to $\mathrm{O}\left(\omega^{2}\right)$ accuracy by the expressions:

$$
\begin{align*}
& Y \approx Z^{2}+\omega Z^{3}  \tag{88}\\
& {\left[\begin{array}{l}
Y \\
Z
\end{array}\right]_{\tau} \approx\left[\begin{array}{c}
-2 Z^{3}-\omega Z^{4} \\
-Z^{2}+\omega Z^{3}
\end{array}\right] .} \tag{89}
\end{align*}
$$

In terms of the original variables, Eqs. (88) and (89) become:

$$
\begin{align*}
& \varepsilon y \approx z^{2}+\frac{1}{\varepsilon} z^{3},  \tag{90}\\
& {\left[\begin{array}{l}
y \\
z
\end{array}\right]_{t} \approx\left[\begin{array}{c}
-\frac{2}{\varepsilon^{2}} z^{3}-\frac{1}{\varepsilon^{3}} z^{4} \\
-\frac{1}{\varepsilon} z^{2}+\frac{1}{\varepsilon^{2}} z^{3}
\end{array}\right] .} \tag{91}
\end{align*}
$$

When compared to Eqs. (79) and (80), Eqs. (90) and (91) show that completely different representations of the manifold and the simplified system result in the first and second parts of the outer region.

### 11.2. The CSP method

According to CSP, the system (69) is cast in the form:

$$
\frac{\mathrm{d}}{\mathrm{dt}}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\mathbf{a}_{1}(k, m) f^{1}(k, m)+\mathbf{a}_{2}(k, m) f^{2}(k, m)
$$

where

$$
f^{1}(k, m)=\mathbf{b}^{1}(k, m) \underline{g}, \quad f^{2}(k, m)=\mathbf{b}^{2}(k, m) \underline{g}
$$

and $(k, m)$ are the number of $\mathbf{b}^{r}$ - and $\mathbf{a}_{r}$-refinements. The SIM and the simplified non-stiff problem are then described by the equations:

$$
\begin{align*}
& f^{1}(k, m)=0  \tag{92}\\
& \frac{\mathrm{~d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\mathbf{a}_{2}(k, m) f^{2}(k, m) . \tag{93}
\end{align*}
$$

Starting the CSP refinements with the following sets of basis vectors:

$$
\begin{array}{ll}
\mathbf{a}_{1}(0,0)=\left[\begin{array}{l}
1 \\
0
\end{array}\right], & \mathbf{a}_{2}(0,0)=\left[\begin{array}{l}
0 \\
1
\end{array}\right], \\
\mathbf{b}^{1}(0,0)=[1,0], & \mathbf{b}^{2}(0,0)=[0,1]
\end{array}
$$

one $\mathbf{b}^{r}$ - and one $\mathbf{a}_{r}$-refinement yield:

$$
\begin{align*}
& \mathbf{a}_{1}(1,1)=\left[\begin{array}{c}
(z+\varepsilon) q \\
-z q
\end{array}\right], \quad \mathbf{a}_{2}(1,1)=\left[\begin{array}{l}
p \\
1
\end{array}\right],  \tag{94}\\
& \mathbf{b}^{1}(1,1)=[1,-p], \quad \mathbf{b}^{2}(1,1)=[z q, 1-z q p],  \tag{95}\\
& f^{1}(1,1)=\frac{z}{\varepsilon}(z-y)(1+p)-y,  \tag{96}\\
& f^{2}(1,1)=-\frac{z^{2}(z+\varepsilon)}{(z+\varepsilon)^{2}+z(2 z-y)}, \tag{97}
\end{align*}
$$

where $p=(2 z-y) /(z+\varepsilon), q=(z+\varepsilon) /\left((z+\varepsilon)^{2}+z(2 z-y)\right)$. An additional $\mathbf{b}^{r}$-refinement yields:

$$
\begin{align*}
& \mathbf{a}_{1}(2,1)=\left[\begin{array}{c}
(z+\varepsilon) q \\
-z q
\end{array}\right], \quad \mathbf{a}_{2}(2,1)=\left[\begin{array}{l}
s v \\
s u
\end{array}\right],  \tag{98}\\
& \mathbf{b}^{1}(2,1)=\frac{u}{w}[u,-v], \quad \mathbf{b}^{2}(2,1)=[z q, 1-z q p],  \tag{99}\\
& f^{1}(2,1)=\frac{u}{w}\left(\frac{z}{\varepsilon}(z-y)(u+v)-u y\right),  \tag{100}\\
& f^{2}(2,1)=-\frac{z^{2}(z+\varepsilon)}{(z+\varepsilon)^{2}+z(2 z-y)}, \tag{101}
\end{align*}
$$

where

$$
\begin{aligned}
& u=z(3 z-y)+2 \varepsilon z+\varepsilon^{2}, \\
& v=\left(z^{2}(7 z-5 y)+\varepsilon\left(y^{2}-10 y z+11 z^{2}\right)+2 \varepsilon^{2}(z-y)\right) /(z+\varepsilon), \\
& w=2 z^{3}(5 z-3 y)+\varepsilon z\left(y^{2}-12 y z+19 z^{2}\right)+\varepsilon^{2} z(10 z-3 y)+4 \varepsilon^{3} z+\varepsilon^{4}, \\
& s=1 /(z q v+(1-z q p) u) .
\end{aligned}
$$

If leading order accuracy is desired, the basis vectors (94) and (95), obtained with one $\mathbf{a}_{r^{-}}$and one $\mathbf{b}^{r}$-refinements, must be employed along with the relation $f^{1}(1,1)=0$. In that case, when $y=\mathrm{O}(1)$ and $z=\mathrm{O}(1)$ and the solution lies on the SIM expressed by the relation $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3} K\right)$, where the term $\mathrm{O}\left(\varepsilon^{3} K\right)$ includes all higher order terms, the CSP vectors, the CSP amplitudes and the simplified problem are:

$$
\begin{aligned}
& \mathbf{a}_{1}(1,1)=\frac{1}{2}\left[\begin{array}{c}
1+\frac{3 \varepsilon}{4 z}-\frac{5 \varepsilon^{2}}{16 z^{2}} \\
-1+\frac{\varepsilon}{4 z}+\frac{\varepsilon^{2}}{16 z^{2}}
\end{array}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \quad \mathbf{a}_{2}(1,1)=\left[\begin{array}{c}
\left.1-\frac{\varepsilon}{2 z}+\frac{\varepsilon^{2}}{4 z^{2}}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \\
1
\end{array}\right] \\
& \mathbf{b}^{1}(1,1)=\left[\begin{array}{l}
\left.1,-1+\frac{\varepsilon}{2 z}-\frac{\varepsilon^{2}}{4 z^{2}}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \\
\mathbf{b}^{2}(1,1)=\frac{1}{2}\left[1-\frac{\varepsilon}{4 z}-\frac{\varepsilon^{2}}{16 z^{2}}, 1+\frac{3 \varepsilon}{4 z}-\frac{5 \varepsilon^{2}}{16 z^{2}}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \\
f^{1}(1,1)=-\frac{\varepsilon}{8}+\mathrm{O}\left(\varepsilon^{2}\right), \quad f^{2}(1,1)=-\frac{z}{2}+\frac{\varepsilon}{8}+\frac{\varepsilon^{2}}{32 z}+\mathrm{O}\left(\varepsilon^{3}\right), \\
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{cc}
-\frac{z}{2}+\frac{3 \varepsilon}{8}-\frac{5 \varepsilon^{2}}{32 z} \\
-\frac{z}{2}+\frac{\varepsilon}{8}+\frac{\varepsilon^{2}}{32 z}
\end{array}\right]+\mathrm{O}\left(\varepsilon^{3}\right) .
\end{array} .\right.
\end{aligned}
$$

When $z=\alpha Z, y=\alpha^{2} Y / \varepsilon, t=\varepsilon \tau / \alpha, \omega=\alpha / \varepsilon \ll 1$ and the solution lies on the SIM expressed by the relation $Y=Z^{2}+\omega Z^{3}+\mathrm{O}\left(\omega^{3} \Lambda\right)$, where the term $\mathrm{O}\left(\omega^{3} \Lambda\right)$ includes all higher order terms, the related CSP quantities become:

$$
\begin{aligned}
\mathbf{a}_{1}(1,1) & =\left[\begin{array}{c}
1-2 \omega^{2} Z^{2} \\
-\omega^{2} Z
\end{array}\right]+\mathbf{O}\left(\omega^{3}\right), \quad \mathbf{a}_{2}(1,1)=\left[\begin{array}{c}
2 Z-3 \omega Z^{2}+2 \omega^{2} Z^{3} \\
1
\end{array}\right]+\mathbf{O}\left(\omega^{3}\right), \\
\mathbf{b}^{1}(1,1) & =\left[1,-2 Z+3 \omega Z^{2}-2 \omega^{2} Z^{3}\right]+\mathrm{O}\left(\omega^{3}\right), \\
\mathbf{b}^{2}(1,1) & =\left[\omega^{2} Z, 1-2 \omega^{2} Z^{2}\right]+\mathrm{O}\left(\omega^{3}\right), \\
f^{1}(1,1) & =-6 \omega Z^{4}+8 \omega^{2} Z^{5}+\mathrm{O}\left(\omega^{3}\right), \quad f^{2}(1,1)=-Z^{2}+\omega Z^{3}+\omega^{2} Z^{4}+\mathrm{O}\left(\omega^{3}\right), \\
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Y \\
Z
\end{array}\right] & =\left[\begin{array}{c}
-2 Z^{3}+5 \omega Z^{4}-3 \omega^{2} Z^{5} \\
-Z^{2}+\omega Z^{3}+\omega^{2} Z^{4}
\end{array}\right]+\mathrm{O}\left(\omega^{3}\right)
\end{aligned}
$$

It is seen that CSP recovers the singular perturbation analysis leading order results for both parts in the outer region, Eqs. (77), (78) and (86), (87).

If second order accuracy is desired, the basis vectors (98) and (99), obtained with one $\mathbf{a}_{r}$ - and two $\mathbf{b}^{r}$-refinements, must be employed along with the relation $f^{\prime}(2,1)=0$. In that case, when $y=\mathrm{O}(1), z=\mathrm{O}(1)$ and the solution lies on the SIM $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3} K\right)$, the CSP vectors, the CSP amplitudes and the simplified problem become:

$$
\begin{aligned}
& \mathbf{a}_{1}(2,1)=\left[\begin{array}{c}
1+\frac{3 \varepsilon}{4 z}-\frac{5 \varepsilon^{2}}{16 z^{2}} \\
-1+\frac{\varepsilon}{4 z}+\frac{\varepsilon^{2}}{16 z^{2}}
\end{array}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \quad \mathbf{a}_{2}(2,1)=\left[\begin{array}{c}
1-\frac{\varepsilon}{4 z}+\frac{\varepsilon^{2}}{8 z^{2}} \\
1-\frac{\varepsilon}{4 z}+\frac{3 \varepsilon^{2}}{8 z^{2}}
\end{array}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \\
& \mathbf{b}^{1}(2,1)=\frac{1}{2}\left[1-\frac{\varepsilon}{4 z}+\frac{3 \varepsilon^{2}}{8 z^{2}},-1+\frac{\varepsilon}{4 z}-\frac{\varepsilon^{2}}{8 z^{2}}\right]+\mathrm{O}\left(\varepsilon^{3}\right), \\
& \mathbf{b}^{2}(2,1)=\frac{1}{2}\left[1-\frac{\varepsilon}{4 z}-\frac{\varepsilon^{2}}{16 z^{2}}, 1+\frac{3 \varepsilon}{4 z}-\frac{5 \varepsilon^{2}}{16 z^{2}}\right]+\mathrm{O}\left(\varepsilon^{3}\right),
\end{aligned}
$$

$$
\begin{aligned}
f^{1}(2,1) & =-\left(\frac{3}{z}+K z\right) \varepsilon^{2}+\mathrm{O}\left(\varepsilon^{3}\right), \quad f^{2}(1,1)=-\frac{z}{2}+\frac{\varepsilon}{8}+\frac{\varepsilon^{2}}{32 z}+\mathrm{O}\left(\varepsilon^{3}\right), \\
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right] & =\left[\begin{array}{l}
-\frac{z}{2}+\frac{\varepsilon}{4}+\frac{\varepsilon^{2}}{16 z} \\
-\frac{z}{2}+\frac{\varepsilon}{4}-\frac{3 \varepsilon^{2}}{16 z}
\end{array}\right]+\mathrm{O}\left(\varepsilon^{3}\right) .
\end{aligned}
$$

When $z=\alpha Z, y=\alpha^{2} Y / \varepsilon, t=\varepsilon \tau / \alpha, \omega=\alpha / \varepsilon \ll 1$ and the solution lies on the SIM $Y=Z^{2}+\omega Z^{3}+\mathrm{O}\left(\omega^{3} \Lambda\right)$, the related CSP quantities yield:

$$
\begin{aligned}
& \mathbf{a}_{1}(2,1)=\left[\begin{array}{c}
1-2 \omega^{2} Z^{2} \\
-\omega^{2} Z
\end{array}\right]+\mathrm{O}\left(\omega^{3}\right), \quad \mathbf{a}_{2}(2,1)=\left[\begin{array}{c}
2 Z+3 \omega Z^{2}-24 \omega^{2} Z^{3} \\
1
\end{array}\right]+\mathrm{O}\left(\omega^{3}\right), \\
& \mathbf{b}^{1}(2,1)=\left[1,-2 Z-3 \omega Z^{2}+24 \omega^{2} Z^{3}\right]+\mathrm{O}\left(\omega^{3}\right), \\
& \mathbf{b}^{2}(2,1)=\left[\omega^{2} Z, 1-2 \omega^{2} Z^{2}\right]+\mathrm{O}\left(\omega^{3}\right), \\
& f^{1}(2,1)=-24 \omega^{2} Z^{5}+\mathrm{O}\left(\omega^{3}\right), \quad f^{2}(2,1)=-Z^{2}+\omega Z^{3}+\omega^{2} Z^{4}+\mathrm{O}\left(\omega^{3}\right), \\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
-2 Z^{3}-\omega Z^{4}+29 \omega^{2} Z^{5} \\
-Z^{2}+\omega Z^{3}+\omega^{2} Z^{4}
\end{array}\right]+\mathrm{O}\left(\omega^{3}\right) .
\end{aligned}
$$

Again, it is seen that CSP recovers the singular perturbation analysis second order results for both parts in the outer region, Eqs. (79), (80) and (88), (89).

The evolution of the amplitudes $f^{1}(1,1)$ and $f^{1}(2,1)$ with time, computed from Eqs. (96) and (100), respectively, is displayed in Fig. 4, where the improvement in approximating the SIM with an additional $\mathbf{b}^{r}$-refinement is clearly demonstrated. In particular, it is shown that better accuracy is achieved when employing the relation $f^{1}(2,1)=0$ than when employing the relation $f^{1}(1,1)=0$, since the value of $f^{1}(2,1)$ is indeed smaller than that of $f^{1}(1,1)$, in accordance to the existing time scale separation. The fuzziness in $f^{\prime}(2,1)$ in the first part of the outer region, where $y$ and $z$ are both $\mathrm{O}(1)$, is due to the truncation error caused by large cancellations among the different terms in the expression of $f^{1}$. In the second part of the outer region the cancellations are milder; the decay of the magnitude of the different terms making-up $f^{1}$ contributing to its demise.

Regarding the CSP pointer, Eq. (32), the CSP basis vectors (98) and (99) provide:

$$
\begin{equation*}
\underline{q}^{1}=\operatorname{diag}\left[\mathbf{a}_{1} \mathbf{b}^{1}\right]=\left[d^{1}, d^{2}\right]=\left[\frac{(z+\varepsilon) q u^{2}}{w}, \frac{z q u v}{w}\right], \tag{102}
\end{equation*}
$$



Fig. 4. The CSP fast amplitude $f^{1}$ ( 1 or $2 \mathbf{b}^{r}$ - and $1 \mathbf{a}_{r}$-refinements); $\varepsilon=10^{-3}$.
where $d^{1}+d^{2}=1$. In the first part of the outer region, where the SIM takes the form $z \approx y+\varepsilon / 2$, Eq. (102) reduces to:

$$
\begin{equation*}
\underline{q}^{1} \approx\left[\frac{1}{2}, \frac{1}{2}\right] \tag{103}
\end{equation*}
$$

Noting that $\underline{y}=[y, z]^{\mathrm{T}}$, Eq. (103) indicates that both variables, $y$ and $z$, can be identified as fast. However, in the second part of the outer region, where the SIM takes the form $\varepsilon y \approx z^{2}+z^{3} / \varepsilon$, Eq. (102) reduces to:

$$
\begin{equation*}
\underline{q}^{1} \approx[1,0] \tag{104}
\end{equation*}
$$

indicating that only variable $y$ can be identified as fast. The evolution of the two components of $q^{1}=\left[d^{1}, d^{2}\right]$ is displayed in Fig. 5, where the adjustment of the CSP pointer in the first and the second parts of the outer region, as noted by Eqs. (103) and (104), is clearly displayed.

The problems that might arise when a wrong identification for the fast variable is made can be illustrated by considering the second part of the outer region where $y$ is the fast variable, $z$ is the slow, $\varepsilon y \approx z^{2}+z^{3} / \varepsilon$ and $y \ll \varepsilon, z \ll \varepsilon$. In terms of the original variables, if $y$ is chosen as the fast variable Eqs. (92) and (93) reduce to:

$$
\begin{align*}
& y \approx \frac{z^{2}}{\varepsilon}  \tag{105}\\
& \frac{\mathrm{~d} z}{\mathrm{~d} t} \approx-y \tag{106}
\end{align*}
$$

while if $z$ is chosen, instead, they reduce to:

$$
\begin{align*}
& z \approx \sqrt{\varepsilon y}  \tag{107}\\
& \frac{\mathrm{~d} y}{\mathrm{~d} t} \approx-\frac{2 y z}{\varepsilon} \tag{108}
\end{align*}
$$

Introducing an error, say $\zeta$ :

$$
z=z_{o}+\zeta, \quad y=y_{o}+\zeta
$$

in the computation of $z$ and $y$, originating from the differential equations (106) and (108), respectively, will produce the following perturbations in $y$ and $z$, as computed from the related algebraic equations (105) and (107):


Fig. 5. The two components of the CSP pointer $\underline{q}^{1}=\left[d^{1}, d^{2}\right] ; \varepsilon=10^{-3}$.

$$
y=y_{o}\left(1+\frac{2}{z_{o}} \zeta\right), \quad z=z_{o}\left(1+\frac{1}{2 y_{o}} \zeta\right)
$$

where $\varepsilon y_{o} \approx z_{o}^{2}$. Since $y_{o} \ll z_{o}$, it is clear that the same error from the differential equations (106) and (108) will be amplified much more in the algebraic equation (107) than in Eq. (105); i.e., when the wrong choice is made for the fast variable and $z$ is selected instead of $y$.

### 11.3. The modified CSP algorithm

According to the modified CSP algorithm, a fast and a slow variable selection must be made, prior to its application. Here, the cases where each of the two variables, $y$ or $z$, is identified as the fast one will be considered, in order to display the problems that might arise from a wrong selection.

A key ingredient of the modified CSP algorithm is the computation of $\mathbf{G}_{s}^{r}$ either from the differential equation (57) or the iterative equation (58). Note that the correct expressions in the first part of the outer region, where the SIM is described by the relation $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3}\right)$, are:

$$
\begin{align*}
& G_{y}=1+\left(\frac{\varepsilon}{2 z}\right)^{2}+\mathrm{O}\left(\varepsilon^{3}\right),  \tag{109}\\
& G_{z}=1-\left(\frac{\varepsilon}{2 z}\right)^{2}+\mathrm{O}\left(\varepsilon^{3}\right), \tag{110}
\end{align*}
$$

where $G_{y}=\partial z / \partial y$ and $G_{z}=\partial y / \partial z$. In the second part of the outer region, where the SIM is described by the relation $Y=Z^{2}+\omega Z^{3}+\mathrm{O}\left(\omega^{3}\right)$, the correct expressions are:

$$
\begin{align*}
& G_{Y}=\frac{1}{2 Z}-\frac{3 \omega}{4}+\mathrm{O}\left(\omega^{2}\right)  \tag{111}\\
& G_{Z}=2 Z+3 \omega Z^{2}+\mathrm{O}\left(\omega^{2}\right) \tag{112}
\end{align*}
$$

where $G_{Y}=\partial Z / \partial Y, G_{Z}=\partial Y / \partial Z, G_{Y}=\omega G_{y}$ and $G_{Z}=G_{z} / \omega$.
Assuming that $z$ is the fast variable and $y$ is the slow one, the differential equation (57) and the iterative relation (58) for $G_{y}$ take the form:

$$
\begin{align*}
& \frac{\mathrm{d} G_{y}}{\mathrm{~d} t}+\left(\frac{-z-\varepsilon}{\varepsilon}\right) G_{y}-\frac{z}{\varepsilon}=-\left(\frac{2 z-y}{\varepsilon}\left(1+G_{y}\right)\right) G_{y},  \tag{113}\\
& G_{y}(n+1)=\frac{\varepsilon}{(2 z-y)\left(1+G_{y}(n)\right)}\left(\left(\frac{z+\varepsilon}{\varepsilon}\right) G_{y}(n)+\frac{z}{\varepsilon}-\frac{\mathrm{d} G_{y}(n)}{\mathrm{d} t}\right) . \tag{114}
\end{align*}
$$

Starting with $G_{y}(0)=0$, Eq. (114) yields:

$$
\begin{equation*}
G_{y}(1)=\frac{z}{2 z-y}, \quad G_{y}(2)=\frac{z}{2 z-y}\left(1-\frac{p_{1}}{q_{1}}\right) \tag{115}
\end{equation*}
$$

where $p_{1}=z^{2}-y^{2}-2 \varepsilon z$ and $q_{1}=(2 z-y)(3 z-y)$.
In the first part of the outer region, where $y \approx \mathrm{O}(1), z \approx \mathrm{O}(1)$ and $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3}\right)$, Eqs. (115) yield:

$$
\begin{align*}
& G_{y}(1)=1-\frac{\varepsilon}{2 z}+\mathrm{O}\left(\varepsilon^{2}\right)  \tag{116}\\
& G_{y}(2)=1+\left(\frac{\varepsilon}{2 z}\right)^{2}+\mathrm{O}\left(\varepsilon^{3}\right) . \tag{117}
\end{align*}
$$

When compared to the correct expression, Eq. (109), Eqs. (116) and (117) are $O\left(\varepsilon^{1}\right)$ and $O\left(\varepsilon^{2}\right)$ accurate; each iteration with Eq. (114) adding one degree of accuracy. In the second part of the outer region, where $y=\varepsilon \omega^{2} Y$, $z=\varepsilon \omega Z$ and $Y=Z^{2}+\omega Z^{3}+\mathrm{O}\left(\omega^{3}\right)$, Eqs. (115) yield:

$$
\begin{align*}
& G_{Y}(1)=\frac{\omega}{2}+\frac{\omega^{2} Z}{4}+\mathrm{O}\left(\omega^{3}\right)  \tag{118}\\
& G_{Y}(2)=\frac{1}{6 Z}+\frac{23}{36} \omega+\mathrm{O}\left(\omega^{2}\right) \tag{119}
\end{align*}
$$

showing that two iterations with Eq. (114) fail to produce even leading order accuracy. However, more iterations with Eq. (114) produce convergence:

$$
\begin{align*}
& G_{Y}(3)=\frac{1}{2 Z}-\frac{11}{4} \omega+\mathrm{O}\left(\omega^{2}\right)  \tag{120}\\
& G_{Y}(4)=\frac{1}{2 Z}-\frac{3}{4} \omega+\mathrm{O}\left(\omega^{2}\right) \tag{121}
\end{align*}
$$

where $G_{Y}(3)$ and $G_{Y}(4)$ being $\mathrm{O}\left(\omega^{1}\right)$ and $\mathrm{O}\left(\omega^{2}\right)$ accurate when compared to the correct value, Eq. (111).
Alternatively, assuming that $y$ is the fast variable and $z$ is the slow one, the differential equation (57) and the iterative relation (58) for $G_{z}$ take the form:

$$
\begin{align*}
& \frac{\mathrm{d} G_{z}}{\mathrm{~d} t}-\frac{2 z-y}{\varepsilon}\left(1+G_{z}\right)=-\left(\frac{z+\varepsilon}{\varepsilon}+\frac{z}{\varepsilon} G_{z}\right) G_{z},  \tag{122}\\
& G_{z}(n+1)=\frac{\varepsilon}{z\left(1+G_{z}(n)\right)+\varepsilon}\left(\frac{(2 z-y)}{\varepsilon}\left(1+G_{z}(n)\right)-\frac{\mathrm{d} G_{z}(n)}{\mathrm{d} t}\right) . \tag{123}
\end{align*}
$$

Starting with $G_{z}(0)=0$, Eq. (123) yields:

$$
\begin{equation*}
G_{z}(1)=\frac{2 z-y}{z+\varepsilon}, \quad G_{z}(2)=\frac{2 z-y}{z+\varepsilon}\left(1+\frac{p_{2}}{q_{2}}\right), \tag{124}
\end{equation*}
$$

where

$$
\begin{aligned}
& p_{2}=z\left(z^{2}-y^{2}\right)+\varepsilon\left(7 z^{2}-8 y z+y^{2}\right)+\varepsilon^{2} y, \\
& q_{2}=(2 z-y)\left(z(3 z-y)+2 \varepsilon z+\varepsilon^{2}\right) .
\end{aligned}
$$

In the first part of the outer region, where $y \approx \mathrm{O}(1), z \approx \mathrm{O}(1)$ and $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3}\right)$, Eqs. (124) yield:

$$
\begin{align*}
& G_{z}(1) \approx 1-\frac{\varepsilon}{2 z}+\mathrm{O}\left(\varepsilon^{2}\right),  \tag{125}\\
& G_{z}(2)=1-\left(\frac{\varepsilon}{2 z}\right)^{2}+\mathrm{O}\left(\varepsilon^{3}\right) \tag{126}
\end{align*}
$$

showing that each iteration with Eq. (123) adds one degree of accuracy, towards the correct expression given by Eq. (110). In the second part of the outer region, where $y=\varepsilon \omega^{2} Y, z=\varepsilon \omega Z$ and $Y=Z^{2}+\omega Z^{3}+\mathrm{O}\left(\omega^{3} \boldsymbol{\Lambda}\right)$, Eqs. (124) yield:

$$
\begin{align*}
& G_{Z}(1)=2 Z-\omega\left(2 Z^{2}-Y\right)+\mathrm{O}\left(\omega^{2}\right)  \tag{127}\\
& G_{Z}(2)=2 Z+\omega\left(5 Z^{2}-2 Y\right)+\mathrm{O}\left(\omega^{2}\right) \tag{128}
\end{align*}
$$

each iteration with Eq. (123) adding again one degree of accuracy; $G_{Z}(1)$ and $G_{Z}(2)$ being within $\mathrm{O}\left(\omega^{1}\right)$ and $\mathrm{O}\left(\omega^{2}\right)$ the correct value, Eq. (112).

The analytical results presented above were corroborated by computational ones based on the numerical (4-th order accuracy) and approximate solution of the pertinent differential equations; namely Eqs. (113) and (114) for the case where the variable $z$ is considered the fast variable or Eqs. (122) and (123) for the case where the variable $y$ is considered the fast one.

Fig. 6 shows the evolution of $G_{y}$ computed numerically from the differential equation (113), denoted as $G_{y, \text { exact }}$, and approximately from the iterative equation (114) for two levels of accuracy; $G_{y}(1)$ and $G_{y}(2)$ from Eqs. (115). It is shown that, within a period of $\mathrm{O}(\varepsilon)$, all three quantities converge to the appropriate value, set by Eq. (109), for the first part of the outer region, where $y \approx z-\varepsilon / 2$. However, when the solution evolves in the second part of the outer region, where $\varepsilon y \approx z^{2}$, only $G_{y, \text { exact }}$ follows the correct value, set by Eq. (111). In contrast, $G_{y}(1)$ diverges, while $G_{y}(2)$ follows the right trend, staying far from the expected accuracy.

Fig. 7 shows the evolution of $G_{z}$ computed numerically from the differential equation (122), denoted as $G_{z, \text { exact }}$, and approximately from the iterative equation (123) for two levels of accuracy; $G_{z}(1)$ and $G_{z}(2)$ from Eqs. (124). Again, it is shown that, within a period of $O(\varepsilon)$, all three quantities converge to the appropriate


Fig. 6. $G_{y}$ vs. time as computed from the differential equation (113), $G_{y, \text { exact }}$, and the iterative expression (114), $G_{y}(1)$ and $G_{y}(2) ; \varepsilon=10^{-3}$.


Fig. 7. $G_{z}$ vs. time as computed from the differential equation (122), $G_{z, \text { exact }}$, and the expression (123), $G_{z}(1)$ and $G_{z}(2) ; \varepsilon=10^{-3}$.
value, set by Eq. (110), for the first part of the outer region. This agreement persists when the solution evolves in the second part of the outer region, where the appropriate value is set by Eq. (112).

Apparently, in the first part of the outer region where both variables are fast, it does not matter whether the $G_{y}$ or the $G_{z}$ formulation is employed. As a result, both iterative expressions, Eqs. (114) and (123), provide equally valid results. In contrast, in the second part where only $y$ is a fast variable, the $G_{y}$ formulation needs more iterations than the $G_{z}$ formulation does to obtain similar order accuracy.

These developments are reflected in the evolution of the fast amplitude, defined according to Eq. (19) as $F^{1}=\mathbf{B}^{1} \underline{g}=\left(g^{r}-G_{s}^{r} g^{s}\right)$. In the case where $z$ is taken as the fast variable, the first two levels of $G_{y}$ approximation produce:

$$
\begin{equation*}
F_{z, \text { fast }}^{1}(1)=\left(z_{t}-G_{y}(1) y_{t}\right), \quad F_{z, \text { ast }}^{1}(2)=\left(z_{t}-G_{y}(2) y_{t}\right), \tag{129}
\end{equation*}
$$

while in the case where $y$ is taken as the fast variable, the first two levels of $G_{z}$ approximation produce:

$$
\begin{equation*}
F_{y, \text { fast }}^{1}(1)=\left(y_{t}-G_{z}(1) z_{t}\right), \quad F_{y, \text { fast }}^{1}(2)=\left(y_{t}-G_{z}(2) z_{t}\right) . \tag{130}
\end{equation*}
$$

The evolution of $F_{z, \text { fast }}^{1}(1)$ and $F_{z, \text { fast }}^{1}(2)$ is displayed in Fig. 8 , while that of $F_{y, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(2)$ is displayed in Fig. 9. It is shown that during the first part of the outer region, where $y \approx z-\varepsilon / 2$ holds, both $G_{y}$ and $G_{z}$ formulations produce similar results; i.e., same rate of decay for both $F^{1}(1)$ and $F^{1}(2)$ (the decay of the latter lasting for a longer time), and similar accuracy improvement from $F^{1}(1)$ to $F^{1}(2)$.

This agreement is not true in the second part of the outer region, where $\varepsilon y \approx z^{2}$ holds. Now, only the $G_{z}$ formulation allows for the proper decay for both $F^{1}(1)$ and $F^{1}(2)$ and for the accuracy improvement from $F^{1}(1)$ to $F^{1}(2)$. In comparison, the $G_{y}$ formulation allows for slower decay and little accuracy improvement.

Figs. 10 and 11 compare the leading and second order accurate fast amplitude as computed from the CSP algorithm, $f^{1}(1,1)$ and $f^{1}(2,1)$, and from the modified CSP, $F_{z, \text { fast }}^{1}(1)$ and $F_{z, \text { fast }}^{1}(2)$ when $z$ is considered the fast variable and $F_{y, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(2)$ when $y$ is considered the fast variable. It is shown that in the first part of the outer region, where both $y$ and $z$ are fast, there exists a full agreement between the amplitudes of similar accuracy; i.e., $F_{z, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(1)$ agree very well with $f^{\mathrm{l}}(1,1)$, while $F_{z, \text { fast }}^{1}(2)$ and $F_{y, \text { fast }}^{1}(2)$ agree very well with $f^{d}(2,1)$.


Fig. 8. The fast amplitude $F_{z, \text { fast }}^{1}(1)$ and $F_{z, \text { fast }}^{1}(2)$, computed on the basis of $G_{y}(1)$ and $G_{y}(2)$, Eqs. (129), in the case where $z$ is taken as the fast variable; $\varepsilon=10^{-3}$.


Fig. 9. The fast amplitude $F_{y, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(2)$, computed on the basis of $G_{z}(1)$ and $G_{z}(2)$, Eqs. (130), in the case where $y$ is taken as the fast variable; $\varepsilon=10^{-3}$.


Fig. 10. The fast amplitude computed with one $\mathbf{b}^{r}$ - and one $\mathbf{a}_{r}$ - $\operatorname{CSP}$ refinements $f^{1}(1,1)$ and with first order accuracy in $\mathbf{G}_{s}^{r}$, the latter by considering as the fast variable both $z$ and $y, F_{z, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(1) ; \varepsilon=10^{-3}$.


Fig. 11. The fast amplitude computed with two $\mathbf{b}^{r}$ - and one $\mathbf{a}_{r}$ - CSP refinements $f^{1}(2,1)$ and with second order accuracy in $\mathbf{G}_{s}^{r}$, the latter by considering as the fast variable both $z$ and $y, F_{z, \text { fast }}^{1}(2)$ and $F_{y, \text { fast }}^{1}(2) ; \varepsilon=10^{-3}$.

However, in the second part of the outer region, where only $y$ is fast, only $F_{y, \text { fast }}^{1}(1)$ and $F_{y, \text { fast }}^{1}(2)$ agree with $f^{1}(1,1)$ and $f^{1}(2,1)$, respectively; the quantities $F_{z, \text { fast }}^{1}(1)$ and $F_{z, \text { fast }}^{1}(2)$ exhibiting significant deviations.

### 11.4. Fast variables

The identification of the fast variables can be made on the basis of the pointer $\underline{Q}^{r}$, Eq. (68), formulated with quantities from the modified CSP algorithm. In particular, when $z$ is considered the fast variable, Eq. (65) yields for $R_{r}^{s}(1)\left(m=1\right.$ and $\left.R_{r}^{s}(0)=0\right)$ in the first and second parts in the outer region:

$$
R_{r}^{s}(1)=\frac{1}{1+G_{y}}, \quad R_{r}^{s}(1)=\frac{1}{\omega+G_{Y}} .
$$

The pointer $\underline{Q}^{1}$ yields:

$$
\underline{Q}_{1 \mathrm{st}}^{1}=\left[\begin{array}{c}
\left(G_{y}+1\right)^{-1} \\
G_{y}\left(G_{y}+1\right)^{-1}
\end{array}\right], \quad \underline{Q}_{2 \mathrm{nd}}^{1}=\left[\begin{array}{c}
\omega\left(G_{Y}+\omega\right)^{-1} \\
G_{Y}\left(G_{Y}+\omega\right)^{-1}
\end{array}\right],
$$

where the subscripts " 1 st" and " 2 nd" refer to the first $\left(y \approx z-\varepsilon / 2\right.$ ) and second ( $Y \approx Z^{2}+\omega Z^{3}$ ) parts in the outer region. Substituting for $G_{y}$ from Eqs. (109) and (111) yields:

$$
\underline{Q}_{1 \mathrm{st}}^{1}=\left[\begin{array}{c}
0.5+\mathrm{O}(\varepsilon)  \tag{131}\\
0.5+\mathrm{O}(\varepsilon)
\end{array}\right], \quad \underline{Q}_{2 \mathrm{nd}}^{1}=\left[\begin{array}{c}
\mathrm{O}(\omega) \\
1+\mathrm{O}(\omega)
\end{array}\right] .
$$

When $z$ is considered the fast variable, then $y=[z, y]^{\mathrm{T}}$. Eq. (131) then confirms that is correct to consider $z$ a fast variable in the first part of the outer region (since $d^{1}=\mathrm{O}(1)$ ) but wrong in the second (since $d^{1}=\mathrm{O}(\omega)$ ).

On the other hand, when $y$ is considered the fast variable, Eq. (65) yields for $R_{r}^{s}(1)\left(m=1\right.$ and $\left.R_{r}^{s}(0)=0\right)$ in the first and second parts in the outer region:

$$
R_{r}^{s}(1)=\frac{z}{\left(1+G_{z}\right) z+\varepsilon}, \quad R_{r}^{s}(1)=\frac{\omega^{2} Z}{\left(1+\omega G_{Z}\right) \omega Z+1} .
$$

The pointer $\underline{Q}^{1}$ yields:

$$
\underline{Q}_{1 \mathrm{st}}^{1}=\left[\begin{array}{c}
1-G_{z} z\left[\left(1+G_{z}\right) z+\varepsilon\right]^{-1} \\
G_{z} z\left[\left(1+G_{z}\right) z+\varepsilon\right]^{-1}
\end{array}\right], \quad \underline{Q}_{2 \mathrm{nd}}^{1}=\left[\begin{array}{c}
1-\omega^{2} G_{Z} Z\left[1+\left(1+\omega G_{Z}\right) \omega Z\right]^{-1} \\
\omega^{2} G_{Z} Z\left[1+\left(1+\omega G_{Z}\right) \omega Z\right]^{-1}
\end{array}\right] .
$$

Substituting for $G_{y}$ from Eqs. (110) and (112) yields:

$$
\underline{Q}_{1 \mathrm{st}}^{1}=\left[\begin{array}{c}
0.5+\mathrm{O}\left(\varepsilon^{2}\right)  \tag{132}\\
0.5+\mathrm{O}\left(\varepsilon^{2}\right)
\end{array}\right], \quad \underline{Q}_{2 \mathrm{nd}}^{1}=\left[\begin{array}{c}
1+\mathrm{O}\left(\omega^{2}\right) \\
\mathrm{O}\left(\omega^{2}\right)
\end{array}\right]
$$

Since the fast variable is now assumed to be $y$, then $\underline{y}=[y, z]^{\mathrm{T}}$. Accordingly, Eqs. (132) indicate that this assumption is correct in both parts of the outer region (since $d^{1}=\mathrm{O}(1)$ ).

### 11.5. The simplified non-stiff problem

The correct or wrong identification of the fast variable has an effect on the accuracy of the simplified nonstiff problem, Eq. (22). In particular, when $z$ is considered the fast variable, the simplified non-stiff system in the first and second parts of the outer region, where $y \approx z-\varepsilon / 2$ or $Y \approx Z^{2}+\omega Z^{3}$ hold, respectively, are:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
z \\
y
\end{array}\right]=\left[\begin{array}{c}
G_{y} \\
1
\end{array}\right]\left(\frac{-y}{1+G_{y}}\right),  \tag{133}\\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{c}
Z \\
Y
\end{array}\right]=\left[\begin{array}{c}
G_{Y} \\
1
\end{array}\right]\left(\frac{-Y}{G_{Y}+\omega}\right) . \tag{134}
\end{align*}
$$

For leading order accuracy, employing Eq. (116) for $G_{y}$ and Eq. (118) for $G_{Y}$ in Eqs. (133) and (134), respectively, yields:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
z \\
y
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{z}{2}\right)+\mathrm{O}(\varepsilon),  \tag{135}\\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Z \\
Y
\end{array}\right]=\frac{1}{3}\left[\begin{array}{c}
-Z^{2} \\
-2 Z^{2} / \omega-5 Z^{3} / 3
\end{array}\right]+\mathrm{O}(\omega) \tag{136}
\end{align*}
$$

while for second order accuracy, substituting Eq. (117) for $G_{y}$ and Eq. (119) for $G_{Y}$ in Eqs. (133) and (134), respectively, yields:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
z \\
y
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{z}{2}+\frac{\varepsilon}{4}\right)+\mathrm{O}\left(\varepsilon^{2}\right)  \tag{137}\\
\frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Z \\
Y
\end{array}\right]=\left[\begin{array}{c}
-Z^{2}+5 \omega Z^{3} \\
-6 Z^{3}+53 \omega Z^{4}
\end{array}\right]+\mathrm{O}\left(\omega^{2}\right) \tag{138}
\end{align*}
$$

On the other hand, when $y$ is considered the fast variable, the simplified non-stiff system in the two parts of the outer region are:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{c}
G_{z} \\
1
\end{array}\right]\left(\frac{-z^{2}}{\left(1+G_{z}\right) z+\varepsilon}\right),  \tag{139}\\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
G_{Z} \\
1
\end{array}\right]\left(-\frac{Z^{2}}{1+\omega\left(1+\omega G_{Z}\right) Z}\right) . \tag{140}
\end{align*}
$$

For leading order accuracy, employing Eqs. (125) for $G_{z}$ and (127) for $G_{Z}$ in Eqs. (139) and (140), respectively, yields:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{z}{2}\right)+\mathrm{O}(\varepsilon),  \tag{141}\\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
-2 Z^{3} \\
-Z^{2}
\end{array}\right]+\mathrm{O}(\omega), \tag{142}
\end{align*}
$$

while for second order accuracy, substituting Eqs. (126) for $G_{z}$ and (128) for $G_{Z}$ in Eqs. (139) and (140), respectively, yields:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right]=\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{z}{2}+\frac{\varepsilon}{4}\right)+\mathrm{O}\left(\varepsilon^{2}\right),  \tag{143}\\
& \frac{\mathrm{d}}{\mathrm{~d} \tau}\left[\begin{array}{l}
Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
-2 Z^{3}-\omega Z^{4} \\
-Z^{2}+\omega Z^{3}
\end{array}\right]+\mathrm{O}\left(\omega^{2}\right) \tag{144}
\end{align*}
$$

The different simplified non-stiff systems above should be compared with those obtained with the singular perturbation analysis and the CSP method in the first and second parts of the outer region for leading order accuracy, Eqs. (78) and (87), and second order accuracy, Eqs. (80) and (89). It is seen that in the first part of the outer region, where both $y$ and $z$ are fast, the new algorithm produces the expected accuracy when selecting either $y$ or $z$ as the fast one; compare Eqs. (135), (137) and (141), (143) with (78), (80). However, in the second part, where only $y$ is fast, the new algorithm failed to produce the correct results when $z$ was selected as the fast variable, compare Eqs. (136), (138) with (87), (89), but succeeded when $y$ was identified as the fast variable, compare Eqs. (142), (144) with (87), (89).

Finally, the problems that arise when the form of Eq. (23) of the simplified system is employed, instead of the correct form of Eq. (22) can now be discussed. It was shown by Eqs. (133), (134) and (139), (140) that use of Eq. (22) resulted in non-stiff simplified problems, the accuracy level of which depended on whether the correct choice was made for the fast variable. However, if Eq. (23) is employed in the first part of the outer region, the following simplified systems are produced:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
z \\
y
\end{array}\right] & =\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(\frac{z}{\varepsilon}(z-y)-y\right)+\mathrm{O}(\varepsilon),  \tag{145}\\
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
y \\
z
\end{array}\right] & =\left[\begin{array}{l}
1 \\
1
\end{array}\right]\left(-\frac{z}{\varepsilon}(z-y)\right)+\mathrm{O}(\varepsilon) \tag{146}
\end{align*}
$$

in the case where $z$ or $y$, respectively, is selected as the fast variable. It is seen that, although on the SIM expressed by the relation $y=z-\varepsilon / 2+\varepsilon^{2} /(4 z)+\mathrm{O}\left(\varepsilon^{3}\right)$, Eqs. (145) and (146) reduce to the correct asymptotic limit displayed by Eq. (137), both are stiff. Similar conclusions for the stiffness of Eq. (23) can be drawn if the second part of the outer region is considered.

## 12. Discussion

The new CSP algorithm presented here resulted in the set of basis vectors:

$$
\begin{aligned}
& \mathbf{A}_{r}(n, j)=\left[\begin{array}{c}
\mathbf{I}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{R}_{r}^{s}(j) \\
-\mathbf{R}_{r}^{s}(j)
\end{array}\right], \quad \mathbf{A}_{s}(n)=\left[\begin{array}{c}
\mathbf{G}_{s}^{r}(n) \\
\mathbf{I}_{s}^{s}
\end{array}\right], \\
& \mathbf{B}^{r}(n)=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}(n)\right], \quad \mathbf{B}^{s}(n, j)=\left[\mathbf{R}_{r}^{s}(j), \mathbf{I}_{s}^{s}-\mathbf{R}_{r}^{s}(j) \mathbf{G}_{s}^{r}(n)\right] .
\end{aligned}
$$

It was shown that these vectors are the CSP basis vectors, properly scaled. The accuracy they provide for the identification of the SIM and the solution of the simplified non-stiff system is similar to that provided by the original CSP algorithm. The equivalence of the two sets of basis vectors is stated in Appendix A.

The modified CSP algorithm is shown to be much more efficient, especially in the cases where the SIM extends to a very small number of dimensions ( $M \rightarrow N$ ), so that significant simplifications are practically possible. An estimate of the increased efficiency can be obtained by estimating the number of operations for (i) the evaluation of the $M$ vectors in $\mathbf{b}^{r}$ and $\mathbf{B}^{r}$ after one refinement, which are needed for the identification of the SIM through the equations $\mathbf{b}^{r} g \approx \mathbf{0}$ or $\mathbf{B}^{r} g \approx \mathbf{0}$, and (ii) the evaluation of the projection matrices $\mathbf{a}_{s} \mathbf{b}^{s}$ and $\mathbf{A}_{s} \mathbf{B}^{s}$, which are needed for the computation of the vector fields $\left(\mathbf{a}_{s} \mathbf{b}^{s}\right) g$ or $\left(\mathbf{A}_{s} \mathbf{B}^{s}\right) g$ of the simplified non-stiff problems, according to the original and the new CSP algorithms, respectively. In the following, it is assumed that the solution of $M N$-dimensional linear systems $\mathbf{A} \underline{x}=\underline{b}$ and the inversion of a $N \times N$ matrix require ( $N /$ $3+M) N^{2}$ and $4 N^{3} / 3$ number of operations, respectively.

In particular, the $\mathbf{b}^{r}$-refinement is completed by solving $N M$-dimensional linear systems, as specified by Eq. (38), while the $\mathbf{B}^{r}$-refinement according to Eq. (58) is completed by solving ( $N-M$ ) $M$-dimensional linear systems. Neglecting the computational load for the evaluation of the time derivative terms, the $\mathbf{b}^{r}$ - and $\mathbf{B}^{r}$-refinements require:

$$
C_{1}=M N^{2}\left(1+2 \delta+\delta^{2} / 3\right)
$$

and

$$
C_{2}=M N^{2}\left(1-2 \delta^{2} / 3\right)
$$

number of operations, respectively, where $\delta=M / N$. When $\delta \ll 1$ both algorithms need the same number of operations. In contrast, when $\delta \rightarrow 1$ the new CSP algorithm requires $\mathrm{O}(10)$ less operations; i.e., $C_{1} \approx 10 C_{2}$.

The computation of the projection matrices $\mathbf{a}_{s} \mathbf{b}^{s}$ and $\mathbf{A}_{s} \mathbf{B}^{s}$, given $\mathbf{a}_{r}, \mathbf{b}^{r}, \mathbf{G}_{s}^{r}$, and $\mathbf{R}_{s}^{r}$, requires:

$$
D_{1}=M N^{2}+N^{2}
$$

and

$$
D_{2}=M N^{2}(1-\delta)^{2}+N^{2}\left(1-\delta^{2}\right)
$$

number of operations, respectively. Both algorithms need the same number of operations when $\delta \ll 1$, while the new algorithm becomes much faster in the limit $\delta \rightarrow 1$; i.e., $D_{2} \ll D_{1}$.

The superior efficiency of the modified CSP algorithm, thus established in the case where the time derivative terms are neglected, becomes more pronounced when the time derivative terms are taken into account. First, the $\mathbf{b}^{r}$-refinement requires the evaluation of $M N$ derivatives, while the $\mathbf{B}^{r}$-refinement requires the evaluation of only $M(N-M)$ ones. Appendix B displays the necessary operations for the time derivative evaluation of $\mathbf{b}^{r}\left(1, m_{1}\right)$ needed for two $\mathbf{b}^{r}$-refinements, when starting from constant $\mathbf{b}^{r}\left(0, m_{1}\right)$ with the algorithm developed in [45]. Also shown are the operations for the time derivative evaluation of $\mathbf{B}^{r}(1)$ needed for two $\mathbf{B}^{r}$-refinements, with the same algorithm. It is demonstrated that $\partial \mathbf{b}^{r}\left(1, m_{1}\right) / \partial t$ and $\partial \mathbf{B}^{r}(1) / \partial t$ require:

$$
E_{1}=M N^{2}\left(4+3 \delta+2 \delta^{2} / 3\right)
$$

and

$$
E_{2}=M N^{2}\left((1-\delta)(2+3 \delta)+2 \delta^{2} / 3\right)
$$

number of operations, respectively. Again, both algorithms need a similar number of operations when $\delta \ll 1$, while when $\delta \rightarrow 1$ the new algorithm requires less operations; i.e., $E_{1} \approx 10 E_{2}$.

By employing Eqs. (41) and (42), the methodologies employed by CSP for declaring the fast amplitudes negligible and for correcting the omission of the fast amplitudes during the integration along the SIM can also be employed in the modified CSP algorithm presented here.

In particular, according to Eq. (47), the amplitudes of the modified CSP version presented here are related to the ones of the original version by the relations:

$$
\begin{equation*}
\underline{F}^{r}=\left(\mathbf{b}_{r}^{r}\right)^{-1} \underline{f}^{r}, \quad \underline{F}^{s}=\left(\mathbf{a}_{s}^{s}\right) \underline{f}^{s} . \tag{147}
\end{equation*}
$$

Given the discussion in Section 10 on the magnitude of $\mathbf{b}_{r}^{r}$ and $\mathbf{a}_{s}^{s}$, it follows that the amplitudes $F^{r}$ will remain negligible when the $M$ fastest time scales are exhausted, exactly as the amplitudes $f^{r}$ do. According to the CSP method the $M$ fastest modes were declared exhausted when the corresponding amplitudes satisfy the condition:

$$
\begin{equation*}
\left|\tau(M+1) \mathbf{a}_{r} \underline{f}^{r}\right|<e_{\mathrm{rel}} \underline{y}+e_{\mathrm{abs}}, \tag{148}
\end{equation*}
$$

where $\tau(M+1)$ denotes the fastest of the $N-M$ slow time scales, $|\underline{v}|$ denotes the absolute values of the elements of the vector $v$ and $0\left(e_{\text {rel }}\right) \ll 1$ and $0\left(e_{\text {abs }}\right) \ll 1$ denote the allowed relative and absolute error committed when the fast amplitudes are neglected during the integration of the simplified non-stiff system, Eqs. (46) [18$20,22,26]$. Due to the transformations (41) and (42), the condition equation (148) is cast as:

$$
\begin{equation*}
\left|\tau(M+1) \mathbf{A}_{r} \underline{F^{r}}\right|<e_{\mathrm{rel} \underline{y}} \underline{+}+e_{\mathrm{abs}} \tag{149}
\end{equation*}
$$

and can be employed for identifying the negligible fast amplitudes, Eq. (43), in the revised CSP algorithm.
In addition, according to the CSP algorithm a correction to the effects of omitting the fast amplitudes when solving the simplified non-stiff system along the SIM was applied at the end of each time step, according to the relation:

$$
\begin{equation*}
\underline{y} \leftarrow \underline{y}-\mathbf{a}_{r} \tau_{r}^{r} \underline{f}^{r} \tag{150}
\end{equation*}
$$

introduced as the "homogeneous correction" [17,19]. Employing the relations (41) and (42), this correction can also be employed in the modified CSP algorithm as:

$$
\begin{equation*}
\underline{y} \leftarrow \underline{y}-\mathbf{A}_{r}\left(\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r}(n) \mathbf{J}_{r}^{s}\right)^{-1} \underline{F}^{r} . \tag{151}
\end{equation*}
$$

Finally, it should be noted that the ease of computing $\mathbf{G}_{s}^{r}$ allows the incremental changes in the $M$ fast components of the state vector $\underline{y}$ to be directly related to those of the remaining $N-M$ ones. This is achieved by the definition of the matrix $\mathbf{G}_{s}^{r}$, Eq. (11), which can be cast as:

$$
\begin{equation*}
\partial \underline{z}=\mathbf{G}_{s}^{r} \partial \underline{\partial}, \tag{152}
\end{equation*}
$$

where $z$ contains the $M$ fastest components of $y$ and $\underline{s}$ contains the remaining $N-M$ components parameterizing the manifold. For the Lindemann problem examined previously and for the second part of the outer region where $\epsilon y \approx z^{2}$, substituting the leading order approximation for $\mathbf{G}_{s}^{r}$ in Eq. (152) yields:

$$
\begin{equation*}
\partial y=\frac{2 z}{\varepsilon} \partial z \tag{153}
\end{equation*}
$$

when $y$ is considered the fast variable and

$$
\begin{equation*}
\partial z=\frac{\varepsilon}{2 z} \partial y \tag{154}
\end{equation*}
$$

when $z$ is considered the fast variable. Noting that in the period under consideration $2 z / \varepsilon \ll 1$, Eqs. (153) and (154) provide a clear demonstration of the possible benefits one can gain from Eq. (152), as well as the pitfalls that might arise from a wrong selection of the fast variables.

## 13. Conclusions

The invariance equation method for the construction of SIM was extended to produce the simplified system that governs the evolution of the solution on the SIM. It was shown that this extended IE method is nothing but the computational singular perturbation method, its basis vectors properly scaled. It was further shown that this new (rescaled) version of CSP produces the expected accuracy only when the number and identity of the fast variables, equal to the dimensions of the fast subdomain, are correctly defined.

It was also demonstrated that the modified CSP algorithm exhibits superior convergence properties in the description of the manifold (in comparison to the original IE method) and a much higher efficiency in
constructing the simplified non-stiff problem (in comparison to the original CSP method). The modified CSP method offers the basis for developing a very promising scheme of numerical integration, along the lines of the time-scale splitting, explicit algorithm presented in [26], especially when significant reductions are allowed by the physics of the problem under consideration; i.e., $1 \ll N$ and $M \approx N$.

These very appealing characteristics follow mainly from (i) the development of Eq. (58) for the iterative computation of the matrix $\mathbf{G}_{s}^{r}$ and (ii) the modification of the CSP method in a way that allows both the manifold and the simplified non-stiff system to be constructed on the basis of $\mathbf{G}_{s}^{r}$ and $\mathbf{R}_{r}^{s}$.

The matrix $\mathbf{G}_{s}^{r}$ is smaller than its counterpart in the original CSP method $\mathbf{b}^{r}$; the former being $M \times(N-M)$ dimensional and the latter $M \times N$-dimensional. $\mathbf{G}_{s}^{r}$ must be updated every time step, since it determines the accuracy of both the manifold and the solution of the simplified non-stiff problem. Similarly, the matrix $\mathbf{R}_{r}^{s}$ is smaller than its counterpart $\mathbf{a}_{r}$; the former being $(N-M) \times M$-dimensional and the later $N \times M$-dimensional. However, since it determines the non-stiffness of the simplified problem, the matrix $\mathbf{R}_{r}^{s}$ needs updating only when significant rotation of the fast/slow subspaces is taking place.

The CSP version presented here is very promising in addressing problems modeled by differential equations where large scale reductions are possible, such as those arising in the simulation of physical problems requiring an efficient prediction of coarse-grained or macroscopic quantities by considering mathematical models based on the detailed or microscopic level [58-62].
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## Appendix A. Similarity of the original and new CSP basis vectors

The $\mathbf{b}^{r}$-refinement of the CSP basis vectors, Eq. (38), can be expressed in matrix form as:

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{b}^{r}\left(k_{1}+1, m_{1}\right) \\
\mathbf{b}^{s}\left(k_{1}+1, m_{1}\right)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I}_{r}^{r} & \mathbf{p}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \mathbf{I}_{s}^{s}
\end{array}\right]\left[\begin{array}{l}
\mathbf{b}^{r}\left(k_{1}, m_{1}\right) \\
\mathbf{b}^{s}\left(k_{1}, m_{1}\right)
\end{array}\right],}  \tag{A.1}\\
& {\left[\mathbf{a}_{r}\left(k_{1}+1, m_{1}\right) \mathbf{a}_{s}\left(k_{1}+1, m_{1}\right)\right]=\left[\mathbf{a}_{r}\left(k_{1}, m_{1}\right) \mathbf{a}_{s}\left(k_{1}, m_{1}\right)\right]\left[\begin{array}{cc}
\mathbf{I}_{r}^{r} & -\mathbf{- p}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \mathbf{I}_{s}^{s}
\end{array}\right],} \tag{A.2}
\end{align*}
$$

where $\mathbf{p}_{s}^{r}=\tau_{r}^{r}\left(k_{1}, m_{1}\right) \lambda_{s}^{r}\left(k_{1}, m_{1}\right)$.
Similarly, the $\mathbf{a}_{r}$-refinement of the CSP basis vectors, Eq. (39), can be stated as:

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{b}^{r}\left(k_{2}, m_{2}+1\right) \\
\mathbf{b}^{s}\left(k_{2}, m_{2}+1\right)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I}_{r}^{r} & \mathbf{0}_{s}^{r} \\
-\mathbf{q}_{r}^{s} & \mathbf{I}_{s}^{s}
\end{array}\right]\left[\begin{array}{l}
\mathbf{b}^{r}\left(k_{2}, m_{2}\right) \\
\mathbf{b}^{s}\left(k_{2}, m_{2}\right)
\end{array}\right],}  \tag{A.3}\\
& {\left[\mathbf{a}_{r}\left(k_{2}, m_{2}+1\right) \mathbf{a}_{s}\left(k_{2}, m_{2}+1\right)\right]=\left[\mathbf{a}_{r}\left(k_{2}, m_{2}\right) \mathbf{a}_{s}\left(k_{2}, m_{2}\right)\right]\left[\begin{array}{ll}
\mathbf{I}_{r}^{r} & \mathbf{0}_{s}^{r} \\
\mathbf{q}_{r}^{s} & \mathbf{I}_{s}^{s}
\end{array}\right],}
\end{align*}
$$

where $\mathbf{q}_{r}^{s}=\lambda_{r}^{s}\left(k_{2}, m_{2}\right) \tau_{r}^{r}\left(k_{2}, m_{2}\right)$.
After $k \mathbf{b}^{r}$-refinements and $m \mathbf{a}_{r}$-refinements, the accuracy provided by the original CSP vectors is equivalent to that provided by the new basis vectors, as determined by the expressions:

$$
\left[\begin{array}{c}
\mathbf{B}^{r}(n)  \tag{A.5}\\
\mathbf{B}^{s}(n, j)
\end{array}\right]=\left[\begin{array}{cc}
\left(\mathbf{b}_{r}^{r}(k, m)\right)^{-1} & \mathbf{0}_{s}^{r} \\
\mathbf{0}_{r}^{s} & \mathbf{a}_{s}^{s}(k, m)
\end{array}\right]\left[\begin{array}{c}
\mathbf{b}^{r}(k, m) \\
\mathbf{b}^{s}(k, m)
\end{array}\right],
$$

$$
\left[\mathbf{A}_{r}(n, j) \mathbf{A}_{s}(n)\right]=\left[\mathbf{a}_{r}(k, m) \mathbf{a}_{s}(k, m)\right]\left[\begin{array}{cc}
\mathbf{b}_{r}^{r}(k, m) & \mathbf{0}_{s}^{r}  \tag{A.6}\\
\mathbf{0}_{r}^{s} & \left(\mathbf{a}_{s}^{s}(k, m)\right)^{-1}
\end{array}\right],
$$

where the values of the indices $n$ and $j$ depend on the initial guess employed for the new refinement procedure.

## Appendix $\mathbf{B}$. The time derivative of the vectors in $\mathbf{b}^{r}$ and $\mathbf{B}^{r}$

In [45] it was shown that starting with constant $\mathbf{b}^{r}\left(0, m_{1}\right)$ and $\mathbf{a}_{r}\left(0, m_{1}\right)$, the evaluation of $\mathbf{b}^{r}\left(1, m_{1}\right)$ and its derivative can be accomplished through the sequence of operations:

$$
\begin{align*}
& \lambda_{r}^{r}\left(0, m_{1}\right)=\mathbf{b}^{r}\left(0, m_{1}\right) \mathbf{J} \mathbf{a}_{r}\left(0, m_{1}\right)  \tag{B.1}\\
& \lambda_{r}^{r}\left(0, m_{1}\right) \mathbf{b}^{r}\left(1, m_{1}\right)=\mathbf{b}^{r}\left(0, m_{1}\right) \mathbf{J}  \tag{B.2}\\
& \lambda_{r}^{r}\left(0, m_{1}\right) \frac{\partial \mathbf{b}^{r}\left(1, m_{1}\right)}{\partial t}=\mathbf{b}^{r}\left(0, m_{1}\right) \frac{\partial \mathbf{J}}{\partial t}\left[\mathbf{I}_{N}^{N}-\mathbf{a}_{r}\left(0, m_{1}\right) \mathbf{b}^{r}\left(1, m_{1}\right)\right] . \tag{B.3}
\end{align*}
$$

Similarly, starting with constant $\mathbf{B}^{r}(0)=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}(0)\right]$, the evaluation of $\mathbf{B}^{r}(1)$ and its derivative can be accomplished through the sequence of operations:

$$
\begin{align*}
& \boldsymbol{\Lambda}_{r}^{r}(0)=\mathbf{J}_{r}^{r}-\mathbf{G}_{s}^{r}(0) \mathbf{J}_{r}^{s},  \tag{B.4}\\
& \boldsymbol{\Lambda}_{r}^{r}(0) \mathbf{G}_{s}^{r}(1)=\left[\mathbf{G}_{s}^{r}(0) \mathbf{J}_{s}^{s}-\mathbf{J}_{s}^{r}\right],  \tag{B.5}\\
& \mathbf{B}^{r}(1)=\left[\mathbf{I}_{r}^{r},-\mathbf{G}_{s}^{r}(1)\right],  \tag{B.6}\\
& \boldsymbol{\Lambda}_{r}^{r}(0) \frac{\partial \mathbf{G}_{s}^{r}(1)}{\partial t}=-\mathbf{B}^{r}(0) \frac{\partial \mathbf{J}}{\partial t} \mathbf{A}_{s}(1),  \tag{B.7}\\
& \frac{\partial \mathbf{B}^{r}(1)}{\partial t}=\left[\mathbf{0}_{r}^{r},-\frac{\partial \mathbf{G}_{s}^{r}(1)}{\partial t}\right] . \tag{B.8}
\end{align*}
$$
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